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1. Introduction

The recent financial crisis triggered by the collapse of the US mortgage market in July 2007
has reinforced the concerns about the contagion effect in both emerging and developed
economies. The transmission of crises across borders has resulted in the collapse of large
financial institutions, the "bail out" of banks by national governments, downturns in stock
markets around the world, the major decline in economic activity with significant welfare
implications. Surprised by its magnitude and its speed of propagation, many economists
consider  it  as  the  worst  financial  crisis  since  the  Great  Depression  of  the  1930s.  Hence,  the
understanding of its mechanisms from the theorethical and empirical fronts is essential.

Contagion is seen as a feature of financial crises and has multiple facets. A large body of the
literature defines it as the cross-country transmission of shocks or the general cross-country
spillover effects. However, the literature is not unanimous on a distinct definition of this
phenomenon. The World Bank gives a more restrictive definition and considers contagion as
the transmission of shocks to other countries or the cross-country correlation, beyond any
fundamental link among the countries and beyond common shocks. Many economists identify
it  as  a  shift  in  the  transmission  channel  (Forbes  and  Rigobon,  2002)  or  as  the  spread  of  a
currency crisis from the ground zero country (van Rijckeghem and Weder, 2001). Edwards
(2000) highlights that “contagion reflects the situation where the effect of an external shock is
larger than what was expected by experts and analysis” which implies that contagion has to be
differentiated from the “normal” transmission of shocks across countries. Other economists
highlight as contagion only certain mechanisms that can be considered a contagion
phenomenon such as the mimetic behavior.

In the empirical literature, contagion has been often measured on stock market returns,
interest  rates,  exchange  rates,  or  linear  combinations  of  them.  Four  major  strategies  can  be
identified to explore it: correlation of assets prices, conditional probability of currency crises,
volatility changes, co-movements of capital flows and rates of return. Among these strategies,
our paper is connected to the study of assets prices correlation.

The focus of our research is to study the contagion effect by directly investigating changes in
the existence and the directions of causality on sovereign market debt. For this purpose, we
apply a Granger causality methodology on sovereign bond spreads as a measure of perceived
country risk. This analysis is made for seven European and non-European countries over three
periods: the whole period (2003:01-2009:09), the pre-crisis tranquil period which starts on
January 2003 and ends on July 29, 2007 and the crisis period that capture the period from July
2, 2007 to September 1, 2009. The definition of contagion that we retain in our paper is that
given by Forbes and Rigobon (2002): a significant increase in the correlation between assets
during a period of crisis, compared with a tranquil period. Our empirical results reveal the fact
that causality patterns change in the crisis period compared to the tranquil period; this result
suggesting evidence for pure contagion (Masson, 1999).

The rest of the paper is organized as follows. Section 2 illustrates our data and explains the
methodology. Section 3 presents the empirical results and section 4 concludes.
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2. Methodology and data

2.1 Data

Following partially Sander and Kleimeier (2003) and Baig and Goldfajn (1999), we define the
contagion as a market change in cross-market interdependencies. We thus retain the US dollar
denominated sovereign bond traded in the international financial market as a relevant criterion
for contagion. Here, sovereign bond spreads are computed as the difference between the
selected country sovereign bond yield and the corresponding US Treasury bill yield and can
be interpreted as a pure measure of country risk (Sander and Kleimeier, 2003). All data come
from Datastream and are in daily frequency in order to have robust results. Data are ranging
from January 2003 to September 2009 and are selected for seven countries: Germany, France,
Finland, Portugal, United Kingdom, USA and Japan. We have chosen bonds that are similar
across countries according to their maturity. For the sake of results comparability, we selected
bonds on 10 years maturity for all countries over the whole sample period. We investigate two
periods: a pre-crisis tranquil period that starts on January 1st, 2003 and ends on June 29, 2007
and a crisis period ranging from July 2, 2007 to September 1st 2009. Table I summarizes some
descriptive statistics of the daily bond spreads over the three periods: the whole period (2003-
2009), the pre-crisis period (January 1st, 2003 - June 29, 2007) and the crisis period (July 2,
2007-September 1st, 2009). The spreads show that the country credit risks rise during the
crisis period compared to the pre-crisis period. The volatility of spreads reflected by the
standard deviation remains consistently higher in the crisis-period than those of the tranquil
period especially in the case of Japan and Portugal.

2.2 Methodology

This section deals with econometric concerns about the estimation of changes in the existence
and the directions of causality between different sovereign bond spreads for six countries. To
provide evidence on the changes in crisis causation, we use Granger’s (1969) causality
approach. This traditional method relative to the question whether x causes y implies to
establish how much of the current value of  y can be explained by its past values and then to
see whether adding lagged values of x can get better the explanation.

As point of departure, the Granger approach identifies a bivariate vector autoregressive
(VAR) model with a lag length set as k:

Xt = αx + ∑ βx,i Xt-i  + ∑ δx,i Yt-i + εx,t  (1)

Yt = αy + ∑ βy,i Yt-i  + ∑ δy,i Xt-i + εy,t (2)

The Granger Causality is investigated by testing with a standard F-test whether all δi (where i
= 1, k) are equal to zero. In this sense, three possibilities can be identified: (i) if we cannot
reject the null hypothesis H0 (δx = 0) in equation (1), we tell “Y Granger causes X” (i.e, we
reject the hypothesis that Y does not cause X); (ii) if we cannot reject the null hypothesis H0
(δy = 0) in equation (2),  we tell  “X Granger causes Y” (i.e. we reject  the hypothesis that  X
does not cause Y); (iii) if causation cannot be rejected in both equations, the variables are said
to be interdependent.
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Yet, the equations written previously are pertinent only if our time series are stationary in
level  (i.e.,  I(0))  or  if  time  series  in  relations  (1)  and  (2)  don’t  have  unit  root.  Hence,  to
determine the econometric method to use and avoid the well know spurious regression issue
(Österholm, 2003), we first focus on the order of integration of the series. For this purpose,
we apply Augmented Dickey-Fuller test (ADF - Dickey and Fuller, 1979) which is the most
commonly procedure used to test stationarity. If series are integrated of order zero, i. e. if they
are I(0) they follow a stochastic process whose joint probability distribution does not change
when  shifted  in  time  or  space  and,  consequently,  parameters  such  as  the  mean  and  the
variance are stable over time. The ADF test refers to the following regression:

∆Xt = α + γX t – 1 +åk
i =1 ρi ∆X t – i + et (3)

where Xt is a vector of selected time series. The null hypothesis is γ = 0 which implies that
series  are  not  stationary  in  level  against  the  alternative  assumption  γ<0  which  refers  to  the
situation when the sovereign bond spreads series are stationary in level (i.e., I(0)). If the series
are non-stationary under the null hypothesis, the test statistic will have a non-standard
distribution. We use the "from general to the specific" approach to specify the model and test
for the presence of an intercept, with a trend or for the case of “no intercept or trend”. The lag
length k is chosen in order to generate a white noise error term et. Investigating the presence
of a unit root in the model requires to study basic information criteria given by Akaike
information criterion (AIC), Schwarz criterion (SC) and Hannan-Quinn criterion (HQ).

If both sovereign bond spreads series Xt and  Yt are stationary in level, we can estimate the
models (1) and (2) with the ordinary least squares and consequently, we can apply directly the
Granger Causality test. If series Xt and Yt are not found to be stationary in level (i.e., they are
integrated of order one -  I(1)),  we have to study the cointegration relationships between the
series Xt and Yt. The purpose of the cointegration test is then to determine whether a group of
non-stationary series is cointegrated or not. In order to reproduce the dynamic adjustment
through the long run equilibrium path using a vector autoregressive representation, we apply
the Johansen test (1991, 1995) illustrated briefly below.

Consider  Zt a sovereign bond spread vector having the dimension (N×1). We note that Zt
follows an unrestricted vector autoregressive model in level:

                 Zt    =  A1 Z t – 1  +  A2 Z t – 2 + ……+  Ak Z t-k  +  µ  +  ε t   (4)
                         (N,1)         (N,N)  (N,1)            (N,N)  (N,1)                      (N,N)  (N,1)        (N,1)    (N,1)

where each Ai (with i = 1,k) is an N×N matrix Z of parameters, µ is a constant term and ε t is
the error term which is identically and independently distributed with zero mean and the
contemporaneous covariance matrix Z Ω. The equation (6) can be written as the following
VEC specification:

∆Z t = Γ1 ∆Z t – 1 +  Γ2 ∆Z t – 2 + …+ Γk -1 ∆Z t – (k-1)  + ПZ t – k  +  µ  +  έ t   (5)

This equation gives information about the short and long term dynamic adjustment of the
variables in the modelling, represented by the Γi (with  i  =  1,  k-1)  and  respectively,  П.  It  is
worth noting that П refers to the « long run solution » of the equation (4) while Γi is its « short
run solution ». In the equation (5), Γi = -I + å Aj, where j = 1, k-1 and П = -I + П1 + П2 +. …+
Пk. Because Zt is an I(1), the left-hand side and the (k-1) variables on the right-hand side of
equation (5) are stationary in difference (i.e., I(0)). Given the assumptions on the residual
term of the equation (5), the last kth element of the same equation has to be stationary (i.e.,
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ПZ t–k ~ I(0)). The rank of П (i.e, r), shows how many linear combinations of Zt are stationary.
We can distinguish three cases: (a) if r = n, the variables in level are stationary; (b) if r = 0
(i.e., П = 0), there are no stationary relations; (c) if 0< r < n, there are r co-integration vectors
or r stationary linear combinations of Z t.  In the last case, we can factor the matrix П to have
the relation П = αβ’ where α is the speed adjustment and β’ contains the cointegration vector
(i.e., a matrix containing the long term coefficients such as β’Z t–1 which give (n-1) maximum
cointegration relationship to assure the long term convergence of Zt). Consequently, the
problem is to test if the matrix П has the rank r with 0 < r ≤ N-1; in other words, if there is an
r cointegration relationship.

The Johansen procedure proposes two tests to estimate the number of cointegration
relationships (Johansen, 1991): the maximal eigenvalue test and the trace test. Both tests
assume that the null hypothesis implies that there are, at most, r co-integration vectors. While
the max-eigenvalue test assumes, as the alternative hypothesis that there are exactly r + 1
cointegration vectors, the alternative assumption in the case of trace test is that there are more
than r cointegration vectors. If the results of the tests are contradictory, we retain the values of
the trace test, which is considered as a more powerful test. As concerns the cointegration rank
which is the most important steps in the cointegration analysis, we choose the approach
suggested by Juselius (2006) in which the choice of rank should take into account all relevant
information given by different criteria (trace test statistics, root of the companion matrix) and
especially the economic relevance of the results. Tests of exclusion and week exogeneity are
also applied to test the long-run non-causality. The test of exclusion shows whether all
variables belong to the system while the week exogeneity test means that bond spreads are
determined by the exogenous factors and are not adjusting for the long run parameters β.

Finally, we note that if the rank of П is equal to zero, there are not the linear combinations of
Zt (which includes both variables Xt and Yt) in order to have I(0). In this case, we estimate the
VAR model in the first difference to eliminate the long-term relationship. By differentiating
the series and thus by converting into an I(0) series, we can apply the Granger Causality test.
The previous equations (1) and (2) can be described as follows:

∆Xt = αx + ∑ βx,i ∆Xt-i  + ∑ δx,i ∆Yt-i + εx,t   (6)

∆Yt = αy + ∑ βy,i Yt-i  + ∑ δy,i ∆Xt-i + εy,t   (7)

In the equation (6), we consider as null assumption “X does not Granger cause Y” while in
the equation (7) we suppose that “Y does not Granger cause X”.

3. Results

This section presents and discusses the main results of our estimations. Before proceeding to
estimations, we had to check out carefully time series properties. Tables II and III report the
ADF test results of the level and first differential to study the stationarity in the national bond
spreads. Under 1% significant level, the level terms of national bond spreads are unable to
reject the null hypothesis of non-stationarity for both periods considered, with Finland and
Germany as the only exemptions during the crisis period. In the case of France, bond spreads
are slightly stationary in level (at 10% significant level). An arbitrary choice is done and we
consider this series stationary in first difference. The differential terms significantly reject the
null hypothesis for all countries. Since the unit root test concluded to the non-stationary in
level and stationarity in first difference for almost all national bond spreads, implementation
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of cointegration tests is consistent and makes sense from the statistical point of view.
Therefore, we proceed as follows: Johansen trace and eigenvalue tests at 5% confidence level
are applied for all cross-country series. Number of cointegrating vectors is in table IV:

Table IV: Johansen Trace test: number of cointegrating vectors at 5% level

The rank of cointegrating vectors is applied to both periods considered. We consider the
evidence for cointegration as significant only if either one of the two tests (Max-Eigenvalue
test and Trace test) allows the rejection of the null hypothesis of no cointegration at 1% level
or if both statistics allow rejection at, at least, a 5% level. As concerns the pre-crisis period,
results of cointegration tests show the presence of one cointegrating vector in all cases with
United Kingdom pairs as the only exemption. The late result implies that individual country
risks play the most important role in establishing the risks spreads. The null hypothesis of no
cointegrating vector is rejected for both tests (Max-Eigenvalue test and Trace test) while the
existence of at most one cointegrating vector is accepted generally at 5% level for all cross-

pre-crisis period crisis period
Trace Test Max-eigen Test Trace Test Max-eigen Test

ger → fin 1 1 1 1 yes  yes
ger → fra 1 1 1 1 yes  yes
ger → por 1 1 1 1 yes  yes
ger → uk 0 0 0 0 no no
ger → jap 1 1 0 0 yes no

fin → ger 1 1 2 2 yes  yes
fin → fra 1 1 1 1 yes  yes
fin → por 1 1 1 1 yes  yes
fin → uk 0 0 1 1 no  yes
fin → jap 1 1 1 1 yes yes

fra → ger 1 1 1 1 yes  yes
fra → fin 1 1 1 1 yes  yes
fra → por 1 1 0 0 yes no
fra → uk 0 0 0 0 no no
fra → jap 1 1 0 0 yes no

por → ger 1 1 0 0 yes no
por → fin 1 1 1 1 yes  yes
por → fra 1 1 0 0 yes no
por → uk 0 0 0 0 no no
por → jap 1 1 0 0 yes no

uk → ger 0 0 0 0 no no
uk → fin 0 0 1 1 no  yes
uk → fra 0 0 0 0 no no
uk → por 0 0 0 0 no no
uk → jap 1 1 0 0 yes no

jap → ger 1 1 0 0 yes no
jap → fin 1 1 1 1 yes yes
jap → fra 1 1 0 0 yes no
jap → por 1 1 0 0 yes no
jap → uk 1 1 0 0 yes no

Number of Cointegrated Vectors at 5% level  Cointegration
Pre-crisis period Crisis period
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country pairs of the bond spreads. Here, evidence for cointegration suggests a more uniform
perception of regional country risks. However, results are quite sensitive to the choice of the
period length because during the crisis period, evidence for cointegration is mitigated almost
completely. In this case, it is at most short-term causality that might be identified.

The cointegration results will serve as a base for determining the correct causality procedure
to measure changes in cross-market interdependencies. Table V1 presents an overview on the
causality patterns of the national bond spreads. As in the case of cointegration, we distinguish
the results of our estimations according to the two periods considered: the pre-crisis and the
crisis period. In the pre-crisis period, we identify six cross-countries causation: Finland-
France, Finland-United Kingdom, Finland-Japan, Germany-Finland, Germany-Japan, and
Portugal-Japan. The crisis period reveals a huge rise of cross-market interdependencies
compared to the pre-crisis period. The increase of cross-market interdependencies during the
crisis period shows that pure contagion could happen if investors will change their
expectations that can produce different unbalances in the second country non-affected by the
crisis (Masson, 1999). The unbalances are generally generated by a change in beliefs of
investors and not by the real economic linkages between countries. We thus identify 6 long-
term causality cases and 15 short-term causality cases. It is interesting to note that in the crisis
period interdependencies raises between Germany, France and United Kingdom and the other
European countries compared to the pre-crisis period (figure 1 in appendix). Weak exogeneity
tests for VECM confirm these causal relationships.

4. Concluding remarks

The recent financial crisis started with the collapse of the US mortgage market in 2007 has
reinforced the concerns about the contagion effect in both emerging and advanced economies.
This paper contributes to a better understanding of this phenomenon by exploring changes in
cross-market interdependencies on sovereign debt market. In the general background of the
Granger causality approach, three periods are considered to understand how shocks are
propagated internationally: the pre-crisis period (from January 2003 to July 29, 2007), the
crisis period (from July 2 2007 to September 1, 2009) and the sum of the two periods
(2003:01-2009:09). We find evidence for new and distorted causality patterns in the crisis
period for all countries considered. This result suggests support for pure contagion when
investors change the assessment of their rules made in international financial environment.
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6. Appendix

Table I. Descriptive statistics

Note : *** and **  means that we reject the null hypothesis of non-stationarity of the series at 1% level and 5%
           level respectively; ZE - means euro zone.

Table II: Unit root tests: tranquil period
bond spread series_10 years maturity

level DW_stat first difference DW_stat I(d)

European countries
Germany -0,665 2,020 -32,46*** 2,020 I(1)
Finland -0,662 2,007 -27,041*** 2,007 I(1)
France -0,741 2,011 -30,029*** 2,011 I(1)

Portugal -0,910 2,021 -33,016*** 2,021 I(1)
United Kingdom -1,225 1,995 -22,885*** 1,995 I(1)

Euro Zone -0,611 2,000 -24,208*** 2,000 I(1)

Non-european countries
Japon -0,259 1,980 -16,579** 1,980 I(1)

pre-crisis period

Note: *** and **  means that we reject the null hypothesis of non-stationarity of the series at 1% level and 5%
              level respectively

Descriptive statistics FIN_M10 FR_M10 GER_M10 JP_M10 PT_M10 UK_M10 ZE_M10

average spread

whole period -0,36 -0,33 -0,36 -2,89 -0,22 0,31 -0,34
pre-crisis period -0,53 -0,52 -0,53 -3,01 -0,44 0,20 -0,53

crisis period 0,24 0,27 0,10 -2,42 0,62 0,56 0,34

median spread

whole period -0,30 -0,31 -0,33 -2,96 -0,24 0,37 -0,32
pre-crisis period -0,58 -0,61 -0,63 -3,01 -0,53 0,26 -0,62

crisis period 0,28 0,35 0,15 -2,46 0,65 0,56 0,42

standard deviation of bond spread

whole period 0,57 0,57 0,52 0,33 0,61 0,40 0,58
pre-crisis period 0,52 0,51 0,50 0,21 0,47 0,39 0,50

crisis period 0,41 0,37 0,32 0,48 0,54 0,28 0,43

maximum spread

whole period 1,81 1,08 0,98 -1,20 1,65 1,20 1,27
pre-crisis period 0,42 0,51 0,51 -2,41 0,52 0,97 0,46

crisis period 1,81 1,08 0,98 -1,20 1,88 1,20 1,29

minimum spread

whole period -1,65 -1,31 -1,28 -3,70 -1,18 -0,62 -1,31
pre-crisis period -1,65 -1,31 -1,29 -3,70 -1,18 -0,62 -1,31

crisis period -0,89 -0,53 -0,58 -3,32 -0,44 -0,23 -0,55

number of observations

whole period 1573 1573 1573 1573 1573 1573 1573
pre-crisis period 1173 1173 1173 1173 1173 1173 1173

crisis period 503 503 503 503 503 503 503
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Table III: Unit root tests: crisis period
bond spread series_10 years maturity

level DW_stat first difference DW_stat I(d)

European countries
Germany -2,289*** 1,992 -20,290*** 1,994 I(0)
Finland -3,418*** 2,021 -13,621*** 1,996 I(0)
France -1,640* 2,000 -19,611*** 2,001 I(0)

Portugal -0,829 2,005 -20,443*** 2,006 I(1)
United Kingdom -1,107 2,009 -8,250*** 2,009 I(1)

Euro Zone -1,300 1,991 -19,881*** 1,992 I(1)

Non-european countries
Japon -2,057 1,983 -19,412*** 1,983 I(1)

crisis period

Note: *** and **  means that we reject the null hypothesis of non-stationarity of the series at 1% level and 5%
              level respectively

Figure 1: Causality between european and non-european countries

                          Pre-crisis period                                     Crisis period

Note: Solid arrows indicate a long-term causality while the dotted arrows indicate short-term causality
at a significance level of at least 5%.
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Table V: Cointegration and causality between selected countries

Pre-crisis period Crisis period
Short Term VECM Short Term VECM

ger → fin yes  yes no no no no
ger → fra yes  yes no no no  yes
ger → por yes yes no no yes no
ger → uk no no no no yes no
ger → jap yes no no yes yes no

fin → ger yes  yes no yes no  yes
fin → fra yes  yes no yes no  yes
fin → por yes  yes no no no  yes
fin → uk no  yes no yes no no
fin → jap yes yes no yes no yes

fra → ger yes  yes no no no no
fra → fin yes  yes no no no no
fra → por yes no no no yes no
fra → uk no no no no no no
fra → jap yes no no no yes no

por → ger yes no no no yes no
por → fin yes  yes no no no no
por → fra yes no no no no no
por → uk no no no no no no
por → jap yes no no yes yes no

uk → ger no no no no no no
uk → fin no  yes no no no no
uk → fra no no no no no no
uk → por no no no no yes no
uk → jap yes no no no yes no

jap → ger yes no no no no no
jap → fin yes yes no no no no
jap → fra yes no no no yes no
jap → por yes no no no yes no
jap → uk yes no no no no no

Cointegration Causality
Pre-crisis period Crisis period


