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Abstract

Recent papers by Chen et al (2009, 2010) suggest that exchange rates have predictive power over future commeodity
price movements. We use a Vector Error-Correction model to test this hypothesis using Australian data. We find
substantial evidence of in-sample forecasting power but are unable to consistently out-perform naive benchmarks for
out-of-sample forecasts.

Any mistakes are the authors' responsibality.

Citation: Kieran Burgess and Nicholas Rohde, (2013} "Can Exchange Rates Forecast Commodity Prices? Recent Evidence using Australian
Data", Economics Bulletin, Vol. 33 No. 1 pp. 511-518.

Contact: Kieran Burgess - kieran burgess2(@ griffithuni edn_an, Nicholas Rohde - n rohde(@ griffith edu au.

Submitted: May 29, 2012, Published: March 04, 2013.



Economics Bulletin, 2013, Vol. 33 No. 1 pp. 511-518

Introduction

Commodity prices are known to be fundamental ieigheining the present value of exchange
rates, particularly in commodity currencies suclastralia, New Zealand, South Africa and
Canada (see Amano and Norden, 1993; Djoudad 20@l,; Gruen and Kortian, 1996). Chen
and Rogoff (2003) examined this relationship foreth commodity currencies: Australia,
New Zealand and Canada, and found that the worick pof a basket of their major
commodity exports was a strong determinant of tezt exchange rates.

It is logical to believe that exchange rates wadoédgood forecasters of commodity prices.
Campbell and Shiller (1987), Engel and West (2@G0%) Chen et al (2010) demonstrated the
process by which exchange rates are able to predimtnodity prices through the forward-
looking present value computation of asset pridesChen et al (2010) and Harri et al (2009)
explain, as commodity prices represent a major @aAustralia’s domestic production and
exports, price movements have significant effectdsh@ exchange rate. Knowing this, when
market participants expect a future change in codityoprices they factor in these
expectations into the current exchange rate value.

Chen et al (2009; 2010) analysed whether exchaatgs rcould successfully forecast
commodity prices, comparing their results to thedmn-walk benchmark, the AR(1)

benchmark, and forecasted futures market pricesy Tadund that exchange rates outperform
all three benchmarks as both an in- and out-of-$aupedictor of future commodity prices

for commodity currency countries. This result hasvpd robust to the dollarization effect

present in price forecasts.

One inconsistency in the exchange rate-commoditgepliterature is the direction of
causality between the series. Chen et al (200928 ue that the direction of causality runs
strongest from exchange rates to commodity priced #hus exchange rates are the
forecasting variable, while Akram (2009) argued tha reverse holds true, using commodity
prices as the explanatory variable. Both sourcese ldaimed success, and there is no
conclusive evidence over which is the superiordasger.

This article expands on the existing literature present-value exchange rate models by
testing the relationship between exchange ratescananodity prices, as well as analysing
whether exchange rates can predict future commaulitces. We find that while our model
can out-predict the naive forecasting models owaresbenchmarks, this result is not robust
to the benchmark used.

Data

This study focuses on the Australian exchange estéiustralia is what is referred to as a
“commodity currency”; this refers to a currency wlhi has a high correlation with
movements in world commodity prices. This is a lesf the country’s reliance on
commodity production (Chen et al, 2009).

We use monthly exchange rate data for Australianrsipg from the 1983:12 to 2011:5
period. December 1983 is significant as it markes floating of the Australian dollar. For
exchange rate data we shall be using the Tradehiéeigndex (denoted TWI) or effective
exchange rate in our results. We shall also exath@e®003-2011 forecasting period, which
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roughly coincides with a notable resource boom. demnmodity prices the Reserve Bank of
Australia (RBA) index of commodity price$ICP) is used which employs weightings based
upon relative export earnings.

Nonstationarity and Cointegration

One of the most common problems encountered whalysing macroeconomic or financial
time series is that the series exhibits nonstatitynalhus the first step is to determine
whether the series are stationary in levels or kadrethere exists a stochastic trend in the
variables. As discussed in Engel and Granger (198@)h of the variables should be
integrated of the same order for a cointegratit@tieship to exist.

Table 1. Unit Root Test Results

Variable Dickey-Fullert Statistics
Levels First Differences
Constant only Constant with atrend  Constant onl€onstant with a trend
ICP -0.4745 -2.1355 -9.9326*** -9.9956***
TWI -2.3819 -2.6313 -16.659*** -16.867***

Critical values from MacKinnon (1996). Null hypo#ig is variable is nonstationary. *, ** and *** Sigicant
at 10%, 5% and 1% levels respectively.

Table 1 shows statistic results of the Augmented Dickey-Fullaituwoot test results in both
levels and first-differences. As the unit root $eate unable to reject that these series are
nonstationary in levels, we use first-differencedad Having confirmed that both the RBA
commodity price index and Trade-weighted Index Hfg variables, we next test for
cointegration between the two series. The existef@ecointegrating relationship will allow
us to respecify the VAR in first differences asector Error-correction model

The Johansen cointegration technique, progeniteddhansen (1988) and Johansen and
Juselius (1990), is used where the method is baped the equilibrium properties of an
estimated Vector Error Correction Model (VEC). Givéhe sensitivity of the Johansen
cointegration results to the lag length selectesl must first determine an optimal lag length
which balances the trade-off between the increasedracy of more parameters with the loss
in parsimony. Based on the Akaike Information Crate (AIC), we use seven lags in levels
(six in differences).

Tests based upon both trace and maximum eigenstdtistics are reported in Table 2 where
estimates are normalized on commodity prices. Btalistics indicate the rejection of the
null of no cointegration.

! The RBA index of commaodity prices serves includ&sommodities weighted by relative export earnings
2 We note that the finding of cointegration is atanterest on an academic level, given the rasftfinding
empirically established cointegrating relations.
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Table 2. Johansen Cointegration Test Results

Model Coint Coef Adjust Coef Test Result
ARBA_ICP ATWI Rank Trace Max Eig
(ICP | TWI) 1 -2.6079* -00160 00211 1 23.90 ***  22.30 ***
(0610 (0.0046) (00051)

Significant at 5% significance level using criticalues from MacKinnon, Haug and Michelis (1999LulIN
hypothesis of no cointegrating vectdrs= 0) rejected against the alternative of at most oriategrating
vector.

VEC Estimation

Having established cointegration a VEC model ismested using OLS. The equilibrium
equation isv;_; = ICP,_; — 2.6079;_, + 106.546 and the model is

AZt = 5 + /1171—_1 + F].Zt—l + .- F6Zt—6 + Et

whereAZ; is a2 x 1 vector of fitted values§ contains2 x 1 intercepts consists of two
speed-of-adjustment parameters, eBcls a2 x 2 matrix of estimated coefficients amgis
an error term. Estimated parameters are given lneTawith t-statistics in parenthesis.

Table 3 Parameter Estimates from VEC Model

Parameter ATWI AICP

A .021023 -.016022

[4.14330] [-3.49019]
Carwi/Tarce t—1 0.034281 -0.069129 -0.083145 0.497719
[ 0.58002] [-1.04711] [-1.56006] [ 8.36042]
Carwi/Tarce t—2 0.043228 0.027060 0.165918 -0.083863
[ 0.72445] [ 0.36927] [ 3.08355] [-1.26910]
Carwi/Tarce t—3 -0.025415 -0.061023 0.090351 0.083675
[-0.41752] [-0.84220] [ 1.64602] [ 1.28066]
Carwi/Tarce t—4 -0.127563 -0.107271 0.195525 0.265505
[-2.0895§ [-1.47709] [ 3.55184] [ 4.05428]
Carwi/Tarcp t—5 -0.056475 -0.012052 0.141451 -0.015653
[-0.90784] [-0.16396] [ 2.52160] [-0.23615]
Carwi/Tarcp t—6 -0.038214 -0.119032 0.034408 -0.068967
[-0.60783] [-1.90012] [ 0.60692] [-1.22089]

Table 3 displays the results of the estimated agxMEC model The adjustment coefficients
for both equations prove significant at a 1 pertdemel. We conclude that both exchange
rates and commodity prices adjust significantlghort-run deviations from equilibrium. We
note that while théCP equation has the expected negative sSIgM, takes on an unexpected
positive value. This is possibly caused by the emis of an important variable or the
existence of a near-unit root in one or more ofdbees. Most of the individual coefficients
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are significant at a 1 percent level (for ti@& equation) with commodity price lag 2,3,5,6
and exchange rate lag 3 and 6 being exceptions.

As stated, there is conflicting evidence regardihg direction of causality between
commodity prices and exchange rates. We test fausaddy using the Granger
Causality/Block Exogeneity Wald test. If cointegpatexists, then causality can be examined
utilising the Wald test (Granger, 1988)

Table 4. VEC Granger Causality/Block Exogeneity Wal Tests

Excluded Variable Chi-Sq df Prob.
D(TWI) 36.35421* 6 0.0000*
D(ICP) 16.58671** 6 0.0109**

Note. Asterisks rejection at the 1% (*), 5% (**)Jca10% (***) significance levels respectively, icdting
evidence of Granger-causality.

Table 5 reports the results of the Wald test frocchange rates to commaodity prices and vice
versa. The Granger Causality results show the tireof causality runs most strongly from
exchange rates to commodity prices. These findiogslude that that the exchange rate does
have significant in-sample forecasting power ovdir@ad index of commodity prices, and
are consistent with the results in Chen et al (2@090).

Out-of-Sample Forecasting

We compare our VEC(6) out-of-sample forecasts afgjawmo benchmarks; the random-walk
model as dictated by its importance in exchange Iirature and the AR(1) model as used
by Chen et al (2009; 2010). In order to test thedjutive power of our VEC(6) model we
employ several forecast comparison tests popul&sracasting literature. These include the
ENC-NEW forecast encompassing test (Clark and Mck&na, 2001), an alternative by
Diebold and Mariano (1995), the MSFE test from Maéken (1999) and the ENC-T test
(Harvey et al, 1998).

For out-of-sample forecasting we use a fixed fosong scheme as used by Pagan and
Schwert (1990). The data sample is split into twdqas, the in-sample observatioRsand
the out-of-sample forecastd. We estimate the coefficients, using the data range 1 #®,

then use these estimates in formingRllof the model’s forecasts. Data realized succeeding
period R are used to assist future forecasts.

Table 5 reports the results of our forecast testdHe period 1994:1 to 2011:5. The model
parameters are estimated from 1983:12 to 1993:1l2 ivisample observations &= 121
used to estimate the parameters. We forecast coitymmites from 1994:01 to 2011:05,
with out-of-sample predictior = 209.
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Table 5. Out-of-Sample Forecasts — 1994:2011

DM ENC-NEW MSE-F ENC-T
AR(1) 1.556110* 86.75378*** 99.3547***  2.81757***
RW 1.877067** 178.9971*** 192.572***  3.42423***

Note. Positive values imply that the VECM(6) prodsidorecasts superior to the benchmark models H¥at
*), 5% (**), and 10% (***) significance levels, spectively. Critical values are taken from Clarkdan
McCracken (2000), McCracken (1999) and the Studerdistribution.

We reject the null that the VECM contains excessampa&ters against both the AR(1) and
random-walk benchmarks. The null hypothesis of eEfpr@cast accuracy is rejected at a 1
percent level using the ENC-NEW, ENC-T and MSE-feéast tests against both the AR(1)
and random-walk benchmarks, whereas the DM testtejpt a 10 percent level against the
AR(1) benchmark and 5 percent against the randotk-Waese tests overall conclude that
the VEC(6) model can best the out-of-sample fortscat the naive benchmarks over the
1994 patrtition period.

Table 6. Out-of-Sample Forecasts— 2003:2011

DM ENC-NEW MSE-F ENC-T
AR(1) 1.841795 -6.16067 -16.7062 -1.91984
RW -0.89461 6.19082* 6.277286*  1.480604***

The results for the forecasting tests over the Z3l period are reported in Table 6.

Comparing our model’s forecasts to the no-changdemave reject the null hypothesis at a 1
per cent level with the ENC-NEW and MSE-F testsemglas we only reject at a 10 percent
level with the ENC-T test and are unable to rejgith the DM test. Overall, these results

show that our VEC(6) model still out-forecasts ttedom-walk benchmark over the

2003:2011 period.

These results do not hold when the forecasting imsdeompared to the AR(1) model
however; we are unable to reject the null hypothésat the benchmark nests our model for
any of the tests. It is concluded that our modeadsdoot contain any additional information
over the AR(1) benchmark over the 2003:2011 peridie model's forecasting power is
sensitive to the time period selected.

Conclusion

This paper examined whether information containedhie Australian exchange rate can
produce accurate forecasts of future commodityepmovements. We found that there exists
a significant long-run equilibrating relationship which the Australian exchange rate and
broad index of commodity prices gravitate. We exwsedithe direction of causality and found
that causality runs stronger from exchange ratestamodity prices.
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Finally, we examined the in-sample and out-of-sa@migrecasting results of our Vector
Error-correction model across a variety of benchsiaand while we found evidence of
strong in-sample forecasting power, our out-of-si@mgsults proved far less robust.

References

Akram, Q. F. (2009) Commaodity Prices, Interest Ratad the Dollar. Energy Economics,
31(6), 838-851.

Amano, R., and Norden, S. (1993). A Forecastingafqon for the Canada-U.S. Dollar
Exchange Rate. The Exchange Rate and the Econ@iy265.

Chen, Y. and Rogoff, K. (2003). Commodity Currescidournal of International Economics,
60(1), 133-169.

Chen, Y., Rogoff, K., & Rossi, B (2009). Predictigri-Commodity Prices: an Asset
Pricing Approach University of Washington, Deparirhef Economics.

Chen, Y., Rogoff, K., & Rossi, B. (2010). Can Exocba Rates Forecast Commodity Prices?
The Quarterly Journal of Economics, 125(3), 1148411

Clark, T. E., and McCracken, M.W. (2000). Not-farglication Appendix to ‘Tests of Equal
Forecast Accuracy and Encompassing for Nested Madeéderal Reserve Bank of Kansas
City.

Clark, T., and McCracken, M. (2001). Tests of Eqeatecast Accuracy and Encompassing
for Nested ModelsJournal of Econometrics, 105(1), 85-110.

Diebold, F. X. and Mariano, R.S. (1995). CompariAgedictive Accuracy.Journal of
Business & Economic Satistics, 13(3), 253-263.

Djoudad, R., Murray, J., Chan, T., and Daw, J. {300The Role of Chartists and
Fundamentalists in Currency Markets: The ExperienteAustralia, Canada and New
Zealand. Paper presented at the Proceedings offarence held by the Bank of Canada,
November 2000.

Engle, R. F. and Granger, C. W. J. (1987). Coimtiign and Error Correction:
Representation, Estimation and Testing. Econonsths(2), 251-276.

Granger, C. W. (1988). Some Recent DevelopmentserConcept of Causalityournal of
Econometrics, 39(1-2), 199-211.

Gruen, D. W. R., and Kortian, T. (1995). Why Doke Australian Dollar Move so Closely
with the Terms of Trade? Reserve Bank of Austflecussion Paper No. 9601.

Harri, A., Nalley, L.L., and Hudson, D. (2009). Thkelationship between Oil, Exchange
Rates, and Commodity Prices. Journal of Agricultarad Applied Economics, 41(2), 501-
510.

Harvey, D. |, Leybourne, S.J., and Newbold, P9g)9 Tests for Forecast Encompassing.
Journal of Business & Economic Statistics, 16(2), 254-259.

517



Economics Bulletin, 2013, Vol. 33 No. 1 pp. 511-518

Johansen, S. (1988). Statistical Analysis of Cgraeng Vectors. Journal of Economic
Dynamics and Control, 12(2-3), 231-254.

Johansen, S., and Juselius, K. (1990). Maximum lihiked Estimation and Inference on
Cointegration with Applications to the Demand fooivy. Oxford Bulletin of Economics
and Statistics, 52(2), 169-210.

MacKinnon, J.G. (1996). Numerical Distribution Ftinas for Unit Root and Cointegration
Tests.Journal of Applied Econometrics, 11(6), 601-618.

MacKinnon, J.G., Haug, A.A. and Michelis, L. (1998umerical Distribution Functions of
Likelihood Ratio Tests for Cointegratiodournal of Applied Econometrics, 14(5), 563-577.

McCracken, M. W. (1999). Asymptotics for Out-of-Salm Tests of Granger Causality.
University of Missouri, Columbia.

Pagan, A. R., and Schwert, G.W. (1990). AlternatMedels for Conditional Stock
Volatility. Journal of Econometrics, 45(1-2), 267-290.

Reserve Bank of Australia. (2011). Exchange Rafstrieved April 08, 2011 from
http://lwww.rba.gov.au/statistics/frequency/exchareges.html

518



