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A. Appendix

Let v, q, g%, €, and v’ be N x 1 vectors, and x be a N x 2 vector (includes the unity). Let
Y1 be a 2 x 1 vector containing v and 7, and My be the N x N complementary projection
matrix of x(x'x)'x". Using the FWL theorem, the OLS estimator of 7, can be expressed
as:

Yo = (4" Mxq") " (a" Myy) (1)
Fo = (" Mxq") (@ Mi(xy1 + s + €)). (2)
Using q = xP} + q*f, + v and considering that M,x = 0:
T2 = (4" "Mxq") " g M (@7 By + V)72 + €)) (3)
o = 2 + (M) (g TML(V s + €)). (4)

In summation notation:
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Bkt ( 2.2 G My ) SO g Me (v + e4p). (5)
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Taking the probability limit of ¥ as n — oc:
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plim(¥a) = 725, (8)

where (x) uses cov(q;, V;j) = cov(qj, €;;) = 0, and cov(wyy, I/;j) = cov(x;;, €;5) = 0.

Similarly, let My be the complementary projection matrix of q*(q*Tq*)~'q**. Using the

FWL theorem, the OLS estimator of vector y; is:
Y= (x"Mgx) 7 (x" Mg-y) (9)

Yi = (XTMq*X)fl(XTMq* (XYl +q72 + €)) (10)
Using q = xB; + q*B, + v, and considering that My-q* = 0;

Y1 =v1+ B + (X"Mgex) (X" Mg (Vys + €)). (11)



In summation notation:
-1
'}71 =Y -+ ﬁ;")/z -+ (nl Z Z (Eiqu;xij) nil Z Z l'iqu; (")/21/;]- + eij)- (12)
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Taking the probability limit of y; as n — oc:
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plim(¥1) = v1 + B, (15)

) = cov(w;j,€;) =0, and cov(q;;-, V;j) = cov(qu, €;) = 0.

where (x) uses cov(z;;, y;j

A.1 Spatial Aggregation Bias in Presence of Omitted Variables

Previous results hold under the assumption that cov(q;‘j, €;;) = 0. When this assumption
fails, and relevant variables affecting the outcome variable y;; and related at the geographical
level are omitted from the analysis, there is an additional source of bias. Let the regression
of €;; on x;; and q; be as follows:

€ij = Tig0 + Q2q; + [lij. (16)
When the assumption cov(qj;, €;;) = 0 fails, then ay # 0 and so plim(y,) = Yoy + iy

Whether the omitted variable bias raises the magnitude of the estimated coefficient depends
on the sign of as.



