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Abstract

The paper develops a simple Solow-like growth model, with two independent geographical
spaces, where migration is possible and it is stimulated by wage differences. The model
assumes a congestion externality: high concentration of individual agents in one of the
economic spaces implies losses in the ability to accumulate physical capital. Combining
wage incentives, negative externalities of excessive concentration of people and a mechanism
of discrete choice that governs the decisions concerning migrations, the analysis reveals that
for some combinations of parameter values strange dynamics arise. A Neimark-Sacker
bifurcation takes place, leading to endogenous cycles that describe the long term evolution of
the capital accumulation and consumption variables. Also, the steady state will be
characterized by never ending fluctuations on the share of individuals remaining in each one
of the two assumed regions.
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1. Introduction

Studies on geography and growth tend to stressleavard dichotomy. Free
movements of capital and labor allow for a bettécation of inputs and therefore
economic efficiency will rise. On the other handpeomic growth in one region may
flourish at the expenses of the other (capital siilled labor may move solely in one
direction, leading to widening regional discrepasti Because regional cohesion is
socially desirable, the equitable distribution abeomic activity across locations is a
reasonable policy goal, alongside with the growbfective. This argument is widely
stressed in Fujita, Krugman and Venables (1999)u@aSachs and Mellinger (1999)
and Fujita and Thisse (2002).

In this paper, we consider a two-location economlgere, in each location, a
different final good is produced. Assuming thafaté&nt forms of capital are necessary
to produce different goods, there is no need tcsiden capital mobility. Thus, we
concentrate on the mobility of the labor input.

In our analysis, a pair of Solow capital accumolatdifference equations is
considered. Therefore, one might associate the Imadthis note to the strand of
literature that explains urban and regional growthmough the simple capital
accumulation equation of the neoclassical growtliehoSee Miyao (1987) and Anas
(1992) for the analysis of the dynamic propertiesuch one-sector simple model. We
refer the reader to Berliant and Wang (2004), whes@nt a thorough discussion on
dynamic growth models (neoclassical and of the gadous growth type) under a
spatial perspective.

The main assumption underlying the proposed framlewaates to how labor is
allocated to each one of the two geographical poiwme assume that the share of labor
in each region is determined endogenously over,tgnen two central assumptions:
first, there is a congestion external effect thstulbs capital accumulation, when
population becomes too concentrated in one ofég®ns; second, migration decisions
are explicitly governed by wage differentials, buaplicitely they are also dependent on
other non specified factors, and this is captuned kiscrete choice mechanism, as the
one we find in many heterogeneous agents analijgesBrock and Hommes (1998),
Barucci (1999), Negroni (2003), De Grauwe and Gldin@005) and Gomes (2005).

The setup allows to find various qualitative loegn stability outcomes ranging
from fixed point stability to cycles of low periaziy, limit cycles, a-periodicity (chaos)
and instability? The different results are found for different comabions of
parameters. We give particular attention to oneamater: the intensity of choice
underlying the discrete choice rule. We construbifarcation diagram regarding the
referred constant, and we find that a fixed poineg place to limit cycles and chaos.
Therefore, our setup is able to identify, undercgmeconditions, an everlasting process

“The relation between migration and growth is alesubject of analysis of Palivos and Wang (1996),
Walz (1996), Black and Henderson (1999), Baldwid Borslid (2000) and Rossi-Hansberg and Wright
(2005). The models therein address labor mobilityendogenous growth frameworks as a way to
identify patterns of migration.

2 While the notions of fixed point stability and iability are trivial and well known (they just refe the
convergence to or divergence from unique long tehaes of the endogenous variable), cycles andschao
involve less straightforward stability analysisr fustance, it may be hard to distinguish betwedémg
cycle and a chaotic attractor in some specific £dsethis paper, we apply some of the conceptseoid

of nonlinear theory, but we refer the reader t@itled analysis of nonlinear dynamics, that candomd

for instance in Alligood, Sauer and Yorke (1997rénz (1997) and Medio and Lines (2001).



of migration (households’ shares in each regioh mgt become constant in the steady
state), and this process implies that capital, @iupd consumption aggregates will not
assume constant long term values as well. Thus,caneidentify the presence of
endogenous business cycles. In this sense, itssilde to attach this analysis also to
the literature on endogenous business cycles fthatas first fundamental references
Stutzer (1980), Benhabib and Day (1981), Day (1282) Grandmont (1985), and that
has continued with the important work on increasiaturns in RBC deterministic
models by Christiano and Harrison (1999), Schmiti@ (2000) and Guo and Lansing
(2002). Other approaches to endogenous businedescymvolving overlapping
generations, firms expectations about demand amnditegy can be found in Aloi, Dixon
and Lloyd-Braga (2000), Gomes (2006) and Cellg&606)].

Differently from other studies, here the cause mdagenous fluctuations is not
production externalities, imperfect expectationdearning. The cause of cycles is the
endogenous migration process that is triggered royy@nomic environment where
wages determine location decisions, where congesiiernalities are present and
where a discrete choice mechanism governs theahoicrational agents.

2. A Two-Location Environment

Consider an economy, with a constant populatioellevthat is geographically
separated into two autonomous regions. There aréanders to the circulation of
goods, capital and labor between the two regioasgmheless, capital does not flow
from one region to the other, because each regindupes a final good using as input
the form of capital available in the correspondiogation. Labor is used in the
production process in each region, and the only teajncrease the participation of
labor in one of the regions is by a migration psscom one region to the other.

The output levels in each location are given byvemtional Cobb-Douglas
production functions that exhibit constant retutosscale and decreasing marginal
returns, that isY, = AK,” f{a,L)"™ and Y, = AK, " ((1-a,)0L]"". Aggregatesyy,
Yz, Kyt andKy; refer, respectively, to output in each one ofrggions and the amount
of accumulated capital also in each region. Not the production functions share
common features: technological capabilities are shene in both regionsAg0
represents a technological index) and the outpaapital elasticity is also identical
(O<a<l).

Each region will have a given share of labor alledao productiong and 1a,
respectively). To simplify the discussion, we assufmtL represents simultaneously
the population level and the amount of availab®taThusal is at the same time the
part of the population of the economy living andrkiog in the first region (we do not
assume as possible for people to live in one regi@hto work in the other).

A central assumption of our framework is relatedthe means through which
capital loses value in time. We assume a usualtaningepreciation rate®0; to this
we add a negative externality effect caused by jabipa congestion. The argument is
that overcrowded locations will suffer a fasterslad value of physical infrastructures;
traffic and pollution, for instance, will contriteito the degradation of the accumulated
social capital stock (like roads and other collextequipment that depreciates faster,
when overused). Therefore, instead of a simple teaohgate of depreciation, one
assumes a depreciation function, for each reglmat, teflects the negative externality



produced by congestion; these functions aré(K,,al)=d&K, +¢(aL) and
f[KZI,(l—a[)EI_]:éK2t +E[(1—a[)EL]. We will soon describe the properties that
functions ¢ should obey to. For now, we just assume procedsespital accumulation
given by simple Solow-type equations; taking a tams marginal propensity to
consumeg¢](0,1),

K1t+1 - Klt = (1_ C) wlt - f (d<1t,a[ L) , Ko given. (1)
Ko =Ky = @-C) ¥y - f[d<2t d-3a) D—]’ Kzo given. (2)

Equations (1) and (2) describe growth in each onthe two regions. As it is
straightforward to perceive, the growth processanh region is independent from the
other, except in one central detail: people canragyand, thus, the amount of labor
available to produce in each region might vary diree.

Relatively to the effect of population congestioreocapital accumulation, this is
intuitively depicted in figure 1.

AK
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Figure 1 — The congestion externality in region 1.

We should expect that low levels of population vdonbt imply a negative effect
over capital accumulation, because no congestigetipresent. Thus, in a first phase,
the capital stock will vary increasingly as morbdais introduced in production. After
a given point, additional population / labor in tleeation begins to imply a penalty
over the growth of the capital stock: two confiictiforces will collide; the production
effect related with labor as an input and the cetige effect, linked with the disruption
of social infrastructures. For extremely high levef population the second effect may
clearly dominate implying that the large amountadfor available to produce does not
compensate the losses that the negative exteradldggngestion imposes. The stock of
capital will decline for extremely high populatidevels. Note that figure 1 represents
the externality effect for region 1, but a simifigrure could be presented to characterize
labor and capital dynamics in region 2.

The following functional forms will serve our purg® in the sense they are in
accordance with the capital dynamic features jastdbed:

f@L)=6al)dn(al) and ¢[@-a)0]=60@-a)n]0on[a-a)0n].
ParameteZ>0 will be designated as the congestion parameter.



Hereafter, we will deal with equations (1) and (&)intensive form, that is,
defining k, =K, /L, k, =K, /L, A=InL,

Ky =Ky = (L—C) Ak, (A" ~ &k, — 6, [{A+Ina,) 3)

Koa — ke = 0= 0) (AK,” L—2,)"" - &, —0L-a) (A +In(l-a,)] (4)

Which factors do the households take in considamatvhen deciding where to
locate? Under our simplified framework such decisi@re determined explicitly only
by the wage rate. Considering a competitive maskeicture, wage rates coincide with

the marginal productivity of labor; thus, w, = (1-a)CAk,/a)" and

w,, = (- a) CALk, /@-a)]".
Households attribute utility values to accumulatedje rates. Variablag; anduy;
represent these utility values, which evolve acicgrtb rules (5) and (6)

u1t+1 - ult = u(Wlt) - ,Oult , U1io given- (5)
u2t+l - u2t = U(WZt) - mzt y U2o given- (6)

Parameteyp>0 can be interpreted as a rate at which past waljjg levels lose
value andu(w;) are the utilities of the contemporaneous wagesrén each region) that
are added to previously accumulated location wtitériables. We consider that wage
has a positive but diminishing contribution to tindity of staying in a region and,
therefore, we adopt the following functional fornogw,, ) = Inw,, ; u(w,,) =Inw,, .

Finally, one must recognize that there are sometiandactors that lock the
individual to the location where she is, indepenlyenf wage differentials. This idea is
captured by adopting a discrete choice rule. Is ithie, parametdi=0, that is known as
the intensity of choice, will govern the willingreewith which each worker responds to
changes in the utility of the wage levels. In tik&reme cases, =0 individuals will
not move, even though wages might be systematitadiiger in the other region (we
can call this case ‘full cultural inertia’); whdn- o, the agent will react solely to the
utility withdrawn from the wage, and change locationmediately if this is
advantageous from an income point of view. Therdigcchoice rule takes the form

ex ;
a = pbu,)

expluy ) +expbuy ) (7)
Sharea; in (7) has two possible interpretations. It reflethe percentage of
individuals choosing to stay in region 1 in momeéntt can also be seen as the
probability of a single agent choosing to remaithat region.
Simple algebra allows us to take (5), (6) and ¢7afrive to a dynamic equation
describing the motion of shagg the calculus leads to



1 .
, @ given.

8y = =
{1{1?] exifbC{u(w,) —u(wlt))]} ®)

With equation (8), our dynamic setup is completgst&n of equations (3), (4)
and (8) is a two-region growth model, where groistescribed by simple neoclassical
capital accumulation equations, and location deossi that determine labor force
availability, depend on wages; these, in turn, em@ditioned by the potential of
production that is strongly limited by congestiotegnalities that arise when population
exceeds some threshold level. Particularly intergsin this model, is the fact that
regions are modelled as perfectly symmetric: tHeyres the same parameters regarding
production and location decisions of householdse Text section finds some
interesting dynamic results for this setup.

3. Global Dynamics

The nonlinear nature of system (3)-(4)-(8) introeBiamportant obstacles into the
dynamic analysis of the long run behaviour of tbesidered economic aggregates. In
particular, it is not feasible to compute steadytestresults or to undertake a local
analysis in the steady state vicinity. Only throughmerical simulation one may
withdraw some meaningful conclusions. To keep thedyesis synthetic, we concentrate
the study on the intensity of choice, letting &k tother parameters assume reasonable
values. In what follows, we considay=0.6,k;;=k.;=1 and the vector of parametecsA
aopAd=[0.750.10.250.1 0.1 0.4861 3].

Figure 2 draws a bifurcation diagram foxt8<10 (considering variabley).? In
this case, one identifies a bifurcation process ttansforms a fixed point result into
limit cycles and eventually chaos. The figure iladés the presence of a Neimark-
Sacker bifurcation or a Hopf bifurcation in diserdtime [the transition from a fixed
point to a-periodicity displayed in the figure isatacteristic of this type of bifurcation.
Nevertheless, given the sophistication of the systeder analysis, a rigorous proof of
the presence of this type of bifurcation is nosibke; see Medio and Lines (2001), page
158, for a rigorous statement of the Neimark-Sathkeorem].

% This and all the following figures are drawn usiigMC software (interactive Dynamical Model
Calculator). This is a free software program avddaatwww.dss.uniud.it/nonlinearand copyright of
Marji Lines and Alfredo Medio.
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Figure 2 — Bifurcation diagram (a,b)

The referred bifurcation may eventually lead toashaWe compute Lyapunov
characteristic exponents to infer about the presericchaos. These exponents are a
measure of divergence of nearby orbits, and itéepted that the presence of a positive
Lyapunov exponent indicates that chaotic motionstsxi Figure 3 displays the
Lyapunov exponents of our system, and we effegtivegjard that for values &f near
10 chaos exists. For lower values, we have invatiart cycles, and before this long
term state even lower values of the intensity ddioh imply the fixed point result
observed in figure 2.
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Figure 3 — Lyapunov characteristic exponents (€b<10).

exponent(s)

Some attractors confirm the previous results. Fguicharacterizes the long run
relationship between capital variables, in the @nes of chaos (a strange attractor is
observed); figure 5 presents the same relationfdsudn intensity of choice where two
invariant limit cycles are found€9.8). For the samie as in figure 4, figures 6, 7 and 8
give attractors for the relation between capital aansumption in each region and for
the long term relation between total consumptione (sum of the consumption
aggregates relating the production in each locatemd the population shara.
Considering once again the same set of paramehsss/digures 9 to 11 represent the
long term time trajectories of the main variablesur system.
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The graphical analysis indicates that for a spe@ét of parameter values, one
finds endogenous cycles characterizing the longhbeimaviour of the stock of capital,
consumption and labor availability. In this cases wan justify processes of never
ending migrations, with impact over the paths afduction and consumption. Business
cycles are determined by changes in wages over, tiha lead people to change
location systematically, responding to these mageteentives.

4. Policy Implications and Conclusions

The proposed framework allows to jointly approaatovgh phenomena and
household decisions regarding location, in an emvirent of congestion externalities.
The two regions have identical productive proce¢sss the same technology and have
identical output elasticities) and the same paramsegoverning capital depreciation,
congestion externalities, utility withdrawn from ges, and the percentage of savings
out of income. The regions are independent in #meses they produce different goods
with different forms of capital, although they aieked through the labor marker:
people migrate, looking for higher wages and thetedmines the amount of labor
available in each one of the locations.

For reasonable values of parameters, one identéisss of stability (the share of
labor remaining in one region stays, in the longnteunchangeable, in a given value
between zero and one), instability (the systemrde® for a full concentration of
individuals, and thus economic activity, in onetlé regions), and it is found that a
bifurcation leads to endogenous cycles that aretaadly chaotic. The presence of
endogenous cycles supports the view that this sinf@imework may contribute to
explain macroeconomic fluctuations: cycles aregeigd by two conflicting forces,
which are a positive stimulus of agglomeration iblby increasing wages in regions
where high amounts of labor exist and a negatiwtofathat is congestion external
effects.

The main policy implication comes from the intepsitith which agents react to
wage differentials. Stability requires relativebwl intensity of choice, meaning that the
political ability to keep people in one region ewbough this is less developed than the
other is crucial for stable growth. Moreover, giverat instability implies the full
concentration of activity in one of the regionsatanteeing a low intensity of choice is



not only the way for economic long term predictéypibut also for regional cohesion.
This, in turn, helps as well to avoid the pervezffects of congestion externalities, not
only over the productive system but also over theskeholds’ quality of life.
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