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Abstract

This paper is a non-technical review of research developments in the in-
ternational real business cycle literature. International business cycle facts
are summarize with particular attention to the sources of output variance
from the expenditure side of the NIPA and the production side, using a
familiar neoclassical production function. Theoretical developments focus
on the how consumption smoothing and investment dynamics shape the
current account; the search for sources and propagation mechanisms of
international business cycle comovement and key facets of relative price
determination (the real exchange rate and the terms of trade).

1. International real business cycles

Business cycles are the recurrent fluctuations of national output relative to its
long-term growth trend. The qualitative features of these fluctuations are com-
mon to virtually all economies, with their quantitative properties differing some-
what across countries and time periods. Modern research seeks to summarize the
statistical properties of business cycles and formally model them as the outcome
of purposeful decisions by individuals and firms who react to changes in their
economic environment and an uncertain future. Whereas closed economy analysis
focuses on responses to domestic shocks and policy actions, open economy analy-
sis adds to this, international policy interaction and spillovers of foreign shocks to
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Durlauf. The author is grateful to Ben Eden for helpful comments.



the domestic economy. The term ‘real’ indicates a sub-area of the business cycle
research program that focuses on non-monetary dimensions such as changes in
productivity, taxes and government spending, rather than changes in the money
supply and monetary policy.

2. Measuring international business cycles

What may be surprising to the uninitiated is the controversy surrounding business
cycle measurement itself. Measures most often cited in the press are the calendar
dates of business cycle peaks and troughs. In the United States, these dates
are identified by the Business Cycle Dating Committee at National Bureau of
Economic Research. A committee affiliated with the Center for Economic Policy
Studies serves the same function for Europe. The logic of the methods used by
both committees dates back to the classic contribution of Burns and Mitchell
(1946), pioneers of formal business cycle measurement.
In academic work, economists favor econometric methods in which the loga-

rithm of real gross domestic product, yt, is decomposed into a growth trend, yg,t,
and a business cycle component, yc,t:

yt = yg,t + yc,t . (2.1)

We employ the Hodrick-Prescott (1997) to achieve this decomposition since it
is widely used in the literature.1 The Hodrick-Prescott filter provides a smooth
estimate of the growth trend, yg,t, and the cycle is computed as the difference
between the growth trend and the original series.
Figure 1 displays the business cycle component of the logarithm of Gross Do-

mestic Product for eight industrialized countries: Australia, Canada, France, Ger-
many, Italy, Japan, the United Kingdom, and the United States. As is evident,
business expansions and contractions are persistent. One also sees common fea-
tures such as the simultaneous emergence of a recession in the 1980’s in most
countries.
We organize our discussion of business cycle facts around two equations. The

1A large applied econometrics literature acheives trend and cycle decompositions by applying
identifying assumptions on the innovations to the trend and cycle components of aggregate
output. See for example, Beveridge and Nelson (1981), Cochrane (1994), Crucini and Shintani
(2006) and Stock and Watson (2005).
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first is the national income and product accounts (NIPA) accounting identity:2

Yt = Ct + It +Gt + (Xt −Mt) . (2.2)

In words: the amount of output produced in the home country equals the sum of
its uses in domestic private consumption and investment, Ct and It, government
spending, Gt, and exports, Xt. Imports are deducted to avoid double counting
since they are already counted in the other expenditure components.
The variables have been ordered in terms of the fraction of output accounted

for by each component. Averaging across time periods and countries, consump-
tion accounts for about 58% of output, investment accounts for 23%, while the
percentages for government consumption, exports and imports are almost iden-
tical, at 18%, 19%, and 19%, respectively. With the exception of exports and
imports, the ratios differ modestly across industrialized countries when long time
averages are taken. We use equation (2.2) below to perform an expenditure-side
decomposition of output variability.
The second relationship is a theoretical construct. The prototype model as-

sumes that output is produced with two inputs, capital and labor. The production
function relating inputs to outputs usually takes the form:

Yt = AtK
α
t N

1−α
t (2.3)

where At is total factor productivity, Kt is the stock of physical capital in place
at time t, Nt is total hours of input at time t. The exponent 1− α measures the
share of national income paid to labor (e.g. salaries and wages) since labor is paid
it’s value marginal product in the model.
Taking logarithms of equation (2.3) provides the basis for the second variance

decomposition:
yt = at + αkt + (1− α)nt . (2.4)

We compute at as a residual, setting α = 1/3 (the share of labor income in national
income) and using standard measures of physical capital and aggregate hours, as
the inputs on the right-hand-side of the equation. We call this our production-side
decomposition.
Table 1 contains business cycle statistics for each country using data from the

first quarter of 1970 to the first quarter of 2005. Beginning with the variance of

2The OECD data satisify this identity when changes in inventories and a statistical discrep-
ancy are included. We subtracted these two items from output when we perform the variance
decomposition of output from the expenditure side.
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the cycle itself, we see that the U.S. has the most variable business cycle, with
a standard deviation of 1.58% per quarter while France, at the other end of the
scale, has a standard deviation of only 0.91%. Australia, Canada, Germany, Italy,
Japan and the U.K. have remarkably similar volatility, in the range of 1.32% to
1.48%.
Turning to the details, we see that investment and trade flows are much more

variable than output; consumption is less variable than output while government
spending and the net-export-to-income ratio are the least variable. There are
some quantitative differences across countries, but the rankings are robust.
The correlation of variables with output indicates the cyclicality of a variable.

If the correlation is positive, the variable is said to be procyclical: on average, it
rises when the economy is in an expansionary phase and falls when the economy is
in a contractionary phase. All variables except government spending and the net
export ratio are strongly procyclical, consumption and investment particularly so.
In a statistical sense, government spending seems to provide some stabilization
by virtue of its low variability and near zero correlation with the cycle. Imports
are consistently more highly correlated with domestic output than are exports.
This makes economic sense since import demand is influenced by domestic income
while export demand depends on potentially diverse income developments across
a country’s trading partners.
On the production side of the equation, capital is less cyclically variable than

either productivity or labor input (a notable exception is Japan). The ranking of
the variability of labor input relative to productivity is ambiguous.

2.1. Variance decompositions

The variance decomposition of output from the expenditure-side or production-
side is computed as:

std(y) =
X

z
sz · std(z) · corr(z, y) (2.5)

where sz is either the expenditure share the production share for variable z (pro-
ductivity gets a weight of one), std(z) is the standard deviation of component z
over the cycle and corr(z, y) is the correlation between component z and income.3

3The variance decomposition is exact in levels, but approximate in logs, because the NIPA
identity involves levels. The variance decomposition is exact on the production side because of
the log-linearity of the production function.
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On the expenditure side consumption and investment account for about 95%
of the cyclical variation in aggregate demand. There is no consistent ordering of
their relative importance. The reason for consumption’s impact is that about two-
thirds of aggregate demand is accounted for by this component. While investment
is a paltry 23% of aggregate demand, it is about twice as variable as consumption
and therefore exerts an influence on the cycle larger than its expenditure share
would suggest. Imports are often as important as consumption or investment while
the contribution of exports is not robust across countries. However, since imports
and exports enter the national income and product identity with opposite signs,
they tend to cancel out. Fluctuations in government spending contribute little to
the cycle for three reasons. First, government spending accounts for a relatively
small amount of aggregate demand, close to the investment and trade shares and
much lower than that of private consumption. Second, government spending is
typically less variable than output. And third, the correlation between government
spending and output is close to zero, on average.4

Turning to the production-side, total factor productivity and changes in labor
input account for virtually all of the cyclical variation in output (the cross-country
average contribution of these two combined is 95%). This is because each of
these variables is highly variable and highly correlated with output, much more
so than is true of the physical capital stock. Moreover, capital’s share in income
is exactly one-half that of labor’s, reducing it’s influence relative to labor. While
productivity and labor have a comparable influence, the source of the influence
differs. Labor input is more variable than productivity, however, it gets a weight of
two-thirds, less than the unit coefficient on total factor productivity (see equation
(2.4)).
It should be stressed that while these accounting-based decompositions are

useful in framing the discussion, they do not tell us what the underlying sources
of business cycles are. To see this consider the distinction between choice variables
and exogenous variables. In the prototype real business cycle model, productivity
is the only exogenous source of economic change, all other variables are responding
optimally to this variable. The model, then, tells us that productivity variation
accounts for all of business cycle variation and the various facets of how this plays
out across macroeconomic aggregates reflect the choices made by individuals, firms
and governments, in response to these productivity changes.
Thus, in practice, there is a subtle link between exogenous impulses and en-

4In periods of war, such as World War II the picture is very different since government
spending is a much larger fraction of output and is strongly pro-cyclical.
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dogenous responses to them. For example, Imbs (1994) introduces variable capital
utilization into the model described above. Since capital utilization is not part of
what we are measuring in our physical capital stock series we incorrectly allocate
variation in capital utilization to productivity. It is natural to think that this
leads us to over-estimate the role of productivity. Baxter and Farr (2005) show,
however, that when one moves from a model with constant utilization of capital
to one with variable utilization, the response of the economy to a productivity
change of a fixed size is larger when utilization is variable compared to when it
is fixed. This moves the bias in the other direction. The lesson here is that the-
ory and measurement work best in concert to achieve the most accurate possible
attribution of economic variance.

2.2. International dimensions of the business cycle

We turn, now, to key international facets of business cycles: i) the current ac-
count balance, ii) international business cycle comovement and iii) relative price
determination.

2.2.1. The current account

An important goal of international business cycle research is to improve our un-
derstanding the time path of the current account balance or the trade balance.
International trade focuses on the direction and composition of trade and often
assumes balanced trade. International finance focuses on the current account,
modeling the dynamics of savings and investment over time. Since the business
cycle involves time variation, it is natural to emphasize the international finance
perspective.
The current account equals the difference between savings and investment.

National savings is the sum of private savings and public savings. Private savings
is the difference between disposable income and private consumption while public
savings is the difference between tax revenue and government expenditure.

CAt = St − It (2.6)

St =
(Yt − Tt − Ct)| {z } + (Tt −Gt)| {z }
private saving public saving

In a closed economy, of course, the current account is identically equal to zero —
each dollar of savings must be allocated to domestic investment. An open econ-
omy, freed from this constraint, rarely finds itself with a current account balance;
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when current savings fall short of (or exceeds) current investment levels a cur-
rent account deficit (or surplus) obtains. Feldstein and Horioka (1980) vividly
demonstrated that when the data are averaged over long periods of time, sav-
ings and investment rates are highly positively correlated — countries with higher
than average savings rates tend to have higher than average investment rates.
Business cycle correlations of saving and investment tend to be lower than the
Feldstein-Horioka values, suggesting that large deviations in the current account
are transitory. The correlation of national saving and national investment over
the cycle ranges from a high of 0.80 in Italy to a low of 0.44 in both Australia and
Germany (see Table 1).

2.2.2. International business cycle comovement

International comovement may be expressed in different ways; here we use the
correlation of a foreign variable with it’s U.S. counterpart.5 As is evident in Table
2, positive movements of foreign variables with their U.S. counterparts are the
rule, rather than the exception. In terms of rankings, output tends to be more
correlated than the components of aggregate demand; investment and government
spending have particularly low international correlations.6

Turning to the production-side, we see that U.S. labor input has the highest
correlation with its counterpart abroad, ranging from 0.60 with the U.K. to a low
of -0.17 with Italy. International productivity levels also tend to be positively
correlated, though not to the extent of labor input. Changes in capital formation
have a low international correlation, consistent with other facets of this input doc-
umented above. The highest international business cycle correlations are between
Canada and the U.S., geographic neighbors with similar institutions and extensive
trade relations.

5Kose, Otrok and Whiteman (2003), amoung others use state-space models in which there
are world, country and idiosyncratic factors in the income process as well as in each component
of aggregate demand. This method avoids an arbitrary choice of numeraire and helps to identify
what economists refer to as the ‘world business cycle.’

6The rankings are more ambiguous in a statistical sense and for a broader range of countries
than Table 2 suggests (see Ambler, Cardia and Zimmerman (2004)).
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2.2.3. Real exchange rates and the terms of trade

The two key international relative prices are the real exchange rate and the terms
of trade. The real exchange rate is:

QR
t = ln(EtP

∗
t /Pt) (2.7)

where Et is the nominal exchange rate between the home and foreign country
and Pt and P ∗t are home and foreign price indices (usually the consumer price
index), respectively. In words: QR

t is the relative cost of the foreign consumption
basket relative to the domestic consumption basket after converting to a common
currency. According to the Purchasing Power Parity proposition, the dollar goes
just as far in foreign countries as it does in the U.S. in terms of purchasing power.
This implies that QR

t = 1 at each point in time.
In practice, however, the real exchange rate is highly variable and very persis-

tent. High variability suggests large absolute departures from parity, while high
persistence implies that when a price gap opens up internationally, it tends to
remain open for many months, rather than days or weeks. In terms of the time
series measurement of this property, at business cycle frequencies, it appears that
the real and nominal exchange rates have approximately the same variance while
the price ratio term (P ∗t /Pt) is very stable. For example, the standard deviation
of the nominal exchange rate between the United States and France is about 8.52,
close to the standard deviation of their bilateral real exchange rate at 7.95, while
the price ratio has a standard deviation of only 1.17 (see Table 3). These numbers
are typical of U.S. bilateral real exchange rates with respect to other industrialized
countries. One also finds that the real exchange rate is not highly correlated with
quantity variables such as output or even net exports (not shown).
Turning to the terms of trade, it is defined as:

QT
t = Pm

t /P x
t (2.8)

where Pm
t and P x

t are import and export price indices for a particular country.
Since these price indices are domestic deflators they are already expressed in the
home currency terms and the spot exchange rate is not needed to convert them
to common units. Unlike the real exchange rate, economic theory does not place
strong restrictions on the time series or cross-country behavior of the terms of
trade. Given the presumption that countries import different goods than they
export, we expect the terms of trade to be different from unity and it should
fluctuate too.
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Australia and Japan have the highest terms of trade variability, about twice
that of the other countries, with the exception of France, which experiences terms
of trade variability between these extremes. The terms of trade does not have a
robust correlation with either output or net exports.

3. Modeling international business cycles

Quantitative theoretical investigations of business cycles seek to account for busi-
ness cycle facts using models in which consumers are thoughtful and informed,
firms employ workers and utilize capital efficiently and policymakers use a com-
bination of rules and discretion to achieve various economic objectives. The key
dimensions of study are those unique to international economics: matching the in-
ternational character of the world business cycle and the business cycle properties
of the current account, the real exchange rate and the terms of trade.

3.1. The current account

The most rudimentary model of current account behavior is one in which a small
open economy faces an exogenous world interest rate and income stream. To fix
ideas, think of a small country that produces mostly oil with perfect access to
international capital markets. If the country is always producing at capacity, all
of its income variation is due to changes in the price of oil in world markets.
What does the intertemporal approach to the current account predict in this
circumstance?
The theory reduces the NIPA identity to: St = Yt − Ct, so that consumption

decisions effectively determine saving decisions. Investment is absent since we are
abstracting from changes in production capacity and its utilization. While this
model seems simplistic, the identity is deceptive since it suggests that only current
income enters into the current consumption-savings decision. In fact, the most
widely used setup has its roots in the seminal contribution of Friedman (1957),
with individuals assumed to be able to draw upon the entire present discounted
value of their future labor income. Whereas current income is the traditional
argument in the Keynesian consumption function, wealth plays this role in modern
macroeconomics. Since wealth is the sum of the market value of financial assets
and all future anticipated flows of income, expectations play a central role in the
modern consumption function.7

7There are many extensions to this basic framework that prevent individuals from drawing

9



Much of the intuition for the impact of a changing income profile on the cur-
rent account of a small open economy is available from Quah’s (1990) formula-
tion of the permanent income hypothesis. He assumes a constant interest rate,
quadratic preferences and rational expectations. He allows income to contain both
permanent and transitory shocks. If we assume income follows a first-order au-
toregressive process: Yt+1 = ρYt+ νt+1, where νt is news about income (i.e. under
Rational Expectations, news about income is: Et+1Yt+1 − EtYt+1 = νt+1), the
predicted change in consumption in response to this news is:

∆Ct+1 =
r

1 + r − ρ
νt+1 (3.1)

and the change in the current account on impact, assuming it was in balance
initially, is:

∆CAt+1 = ∆Yt+1 −∆Ct (3.2)

= νt+1 − r

1 + r − ρ
νt+1.

Since output deviations from trend (the business cycle) are persistent it is safe to
assume, ρ > 0. A plausible value for r is 0.05 (a 5% real interest rate). Note that
the consumption response depends positively on persistence since wealth effects
are rising in the persistence of the income change. As persistence moves from
zero toward unity, the impact effect on the current account rises from close to
unity toward zero. This algebra delivers a key prediction of the intertemporal
approach, that consumption smoothing leads to current account surpluses during
booms unless the income change is viewed as permanent (i.e., ρ = 1) in which
case the current account is predicted to be unchanged.
While there is evidence to suggest an interest rate channel on consumption, it

does not help to resolve the counterfactual prediction of a procyclical current ac-
count from the consumption side, just established. There are two reasons for this.
First, if interest rates are higher during a boom in the home country, individuals
would tend to tilt consumption from current to future periods, the intertemporal
substitution effect (i.e, postpone durable goods purchases). This would reinforce
rather than overturn our prediction that the current account moves into surplus
during a boom. If real interest rates actually fell during a boom, the intertemporal

upon their lifetime wealth for present consumption: collateral requirements, limits on debt-to-
income ratios and credit histories. Discussion of these extensions is beyond the scope of this
survey.
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substitution effect would operate in the right direction, but the evidence on the
cyclicality of the real interest is ambiguous. Second, when we move to a general
equilibrium setting, incorporating home and foreign responses, the increase in the
real interest rate is shared by the two countries and therefore incapable of deliver-
ing the asymmetric consumption responses necessary to move the current account
balance. This leaves us with the need to look elsewhere for a channel that moves
the current account in a countercylical direction.
Returning to the algebra of the current account identity it would appear that

what is needed for a countercyclical current account is for domestic investment to
rise more than domestic savings during a business cycle expansion:

∆CAt = ∆St −∆It = (∆Yt −∆Ct)−∆It. (3.3)

The identity reveals the tension between the consumption smoothing channel,
whereby a transitory change in income is mostly saved, pushing the current ac-
count toward surplus and the investment channel, which pulls in the opposite
direction, toward a deficit.
In a model with only one good, the consumption smoothing channel wins the

contest unless the shocks are highly persistent (see, for example, Backus, Kehoe
and Kydland (1992), Baxter and Crucini (1993) and Mendoza (1991)). Persis-
tence, by increasing the impact response of consumption due to the larger wealth
effect, helps to push the current account toward balance, leaving the investment
channel to produce a deficit. Extensive empirical investigations of the intertem-
poral approach to the current account may be found in Glick and Rogoff (1995)
and Nason and Rogers (2006).8

Extensions of the model to multiple goods helps avoid this unpleasant arith-
metic because individuals want to increase consumption of both the domestic
good and the foreign good, increasing import demand and reinforcing the ten-
dency toward a deficit from a traditional trade channel. Demonstrations of this
effect under complete and incomplete risksharing are found in Backus, Kehoe and
Kydland (1994) and Arvanitis and Mikkola (1995), respectively.9

To summarize, early developments of the intertemporal approach to the cur-
rent account emphasized the consumption smoothing channel and predicted that
current account surpluses would occur when output was temporarily above trend.
Current account surpluses are often described as good based on the idea that

8See Sachs (1981) for early evidence on the investment channel.
9See JoAnne Feeney (1994) for an insightful exposition of this issue.
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surpluses flow from good economic times. The complete model of the current ac-
count adds investment dynamics and allows for the possibility that investment-led
booms produce current account deficits. These theoretical developments and their
empirical implications have led to a more balanced view of the current account:
that we need to understand the sources of the changes in the current account
before making value judgements about them.10

3.2. The world business cycle

Conceptually, the world business cycle is simple to define: the deviation of world
output from its growth trend. The practical difficulty is the measurement of world
output because national output is in domestic currency terms. Converting nom-
inal output into a common currency using spot nominal exchange rates greatly
exaggerates fluctuations in output because nominal exchange rates are much more
volatile than either real production or price levels. Moreover, prices vary consider-
ably across nations even after conversion to a common currency making it difficult
to construct an appropriate deflator to convert nominal gross international prod-
uct into real gross international product. Here we follow much of the existing
literature and use real Gross Domestic Product of each country and compute cor-
relations across them. If real output is highly correlated across countries, we have
evidence of a world business cycle. As we documented earlier, most macroeco-
nomic aggregates are positively correlated across countries, indicative of a world
business cycle. How do business cycle researchers account for this fact?
There are two channels through which positive economic comovement may

arise, endogenous propagation and exogenous propagation. Positive endogenous
propagation refers to a situation in which a disturbance originating in one country
has a positive impact on both home and foreign output levels. For example, rapid
development in China drives up demand for crude petroleum and fuels economic
expansions in countries that are specialized in oil production. Positive exogenous
propagation refers to the correlation of shocks across countries. For example,
World War II witnessed dramatic increases in national output in most industri-
alized countries as government spending rapidly expanded during the conflict. In
practice, endogenous and exogenous propagation are difficult to isolate, presenting
one of the key challenges of business cycle research.

10Kollman (1998) appears to be the first quantitative simulation of U.S. and European current
account dynamics using a modern real business cycle analysis that incorporates variation in
productivity, government spending and national tax rates.
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Real business cycle researchers have devoted most of their effort to measuring
total factor productivity which has been found to be highly persistent and pos-
itively correlated across countries. Correlations over the business cycle are typi-
cally lower than correlations over long periods of measurement, suggesting more
commonality in the technological trend and in the productivity cycle.11 Given
the lower correlation of fiscal variables with the cycle and their modest cyclical
variation, it is not surprising that they have received less attention in empirical
and theoretical analysis than productivity.12

Apart from the obvious role of the correlation of the shocks that drive business
cycles, three economic factors have proven critical in determining the ability of
dynamic equilibrium models to generate international comovements resembling
those we see in the data. The first is the extent to which domestic and foreign
goods are substitutes in demand. The second is the extent to which factors of
production are internationally mobile. The third is the extent of international
financial linkages.
The first generation of models by Backus, Kehoe and Kydland (1992) and

Baxter and Crucini (1993) followed the analytical structure of the closed economy
models by Kydland and Prescott (1982) and King, Plosser and Rebelo (1987)
quite closely. Despite the similarity, however, international economists were im-
mediately confronted with two key modeling issues. The first had to do with
factor mobility across countries, which is obviously absent in the closed economy
setting. The mobility of labor across countries seemed minor enough to ignore,
physical capital mobility was not. Since physical capital takes real resources to
reallocate, the standard approach has been to subject capital accumulation to
adjustment costs (or time to build as in Backus et al (1992)). Without some
cost of physical capital mobility, capital would be predicted to move rapidly and
in large amounts across national boundaries in response to persistent changes in
productivity or taxes. Such factor movements generate strongly negative correla-
tions of output from the supply-side and unrealistically volatile investment over
the business cycle.
The second issue model builders were confronted with was asset market struc-

11When analysis extends to small developing countries the business cycle correlations some-
times exceed the growth correlations.
12Two key studies of the empirical behavior of international taxes and their equilibrium im-

plications using dynamic equilibrium theory are Mendoza, Razin and Tesar (1994) and Mendoza
and Tesar (1998), respectively. Both studies suggest international taxation is more relevant for
secular and long-run trends, than business cycle fluctuations.
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ture. Much of aggregative economics is predicated on the basis that idiosyncratic
shocks are irrelevant for macroeconomic fluctuations. When thinking about mil-
lions of individual agents and thousands of firms, the law of large numbers com-
bined with not-too-objectionable restrictions of preferences and technology pro-
vided a compelling argument to abstract from idiosyncratic variation. At the
aggregative international level, the number of shocks is small (in many models
it is equals the number of countries) and countries are large and few in number.
Thus, it makes little sense to rely on the law of large numbers, so researchers
adopted the assumption that agents pool nation-specific risks avoiding the need
to track the wealth distribution across countries.
Unfortunately, complete risk pooling in the one-sector model leads to a pre-

sumption that output is negatively correlated across countries while consumption
is close to perfectly positively correlated. In the data, the reverse rankings of
correlation tend to prevail and the absolute level of consumption correlations are
well below unity. The prediction of near perfect consumption comovement across
countries derives from the risk-pooling assumption and the fact that agents face
the common prices and interest rates.
The negative correlation of income is driven by cost-minimizing production

decisions where firms allocate plants and equipment in the most productive loca-
tion. Thus an increase in home productivity increases domestic output relative to
foreign output directly and this is reinforced by the flow of capital from the less
productive country to the more productive country. Risk pooling also enhances
the supply-side response by neutralizing the wealth re-distribution effects on home
and foreign labor supplies.
Debate continues as to what the appropriate asset market structure should

be and how to incorporate changes in asset diversification in business cycle mod-
els. Baxter and Crucini (1995) and Kehoe and Perri (2002) show that when risk
pooling is limited, positive output comovements are more likely to arise the more
persistent are the deviations to relative international productivity. Also, consump-
tion correlations may actually fall below output correlations if the shocks are close
to permanent, a feature that is prevalent in the data and difficult to explain from
a number of standard theoretical paradigms.
Researchers have had more success accounting for positive international out-

put comovement in models where countries depend on their trading partner’s for
final goods or intermediate inputs they themselves do not produce. Examples of
work along these lines include an extension of the multisector model with interme-
diate inputs of Long and Plosser (1982) to the open economy by Ambler, Cardia
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and Zimmerman (2002), a model of the North-South business cycle by Michael
Kouparitsas (1996) which emphasizes trade of manufactures for primary inputs
across these two regions and the introduction of home production by Canova and
Ubide (1998). A contribution that extends the incomplete markets model de-
veloped by Baxter and Crucini (1995) to the two-good setting is Arvanitis and
Mikkola (1996).

3.3. Real exchange rates and the terms of trade

Multiple sectors take center stage when considering the real exchange rate and
the terms of trade. Approaches to international relative price determination may
be usefully placed into two categories. One category focuses on the determination
of international relative prices of different goods. A second category focuses on
deviations from the Law-of-One-Price, meaning identical goods trade at different
prices in different countries.
A classic contribution in the former category is Backus, Kehoe and Kydland

(1994), who develop a two country, two good model. Each country specializes
in the production of one of the two goods and the two goods are combined in
production, via an Armington aggregator, to create a composite final good which
is, in effect, the single final good in each economy.
The Armington aggregator is a function that describes how substitutable the

two goods are in achieving a particular output level of the final good. To match
low trade shares with the specialization in production assumption, home bias is
assumed in the aggregator function. This means that the home country uses more
of the home good when producing the composite good and the foreign country
behaves symmetrically.
This is an elegant model that ties in nicely with the one-sector two-country

framework. The key difference between this model and the one-sector model is
that specialization provides a motivation for keeping production levels more equal
across locations since individuals have demands for each type of good. The model
allows us to study the terms of trade, a key international relative price absent
from the one-sector model, by construction. In the BKK model, the terms of
trade and trade ratio are related as follows:

qt = ln(
pbt
pat
) = ω +

1

σ
ln(at/bt) (3.4)

In words: an increase in production of the home good, a, drives down it’s
relative price. The home terms of trade turn against the country experiencing
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the expansion, a procyclical terms of trade, as BKK define it. In the data, the
correlation varies substantially across countries in magnitude and sign. The model
has difficulty matching both the observed volatility of the terms of trade and
quantity ratio; as the Euler equation makes clear, there is a trade-off between
terms of trade and quantity ratio variability as the elasticity is altered. If we
view a and b as the final consumption levels of each good, the quantity ratio is
not nearly volatile enough, given a plausible elasticity, to generate terms of trade
variation we see in the data. Backus and Crucini (2000) add an oil producing
region (and sector) and find that the model does better in matching the cyclicality
of the terms of trade and the trade balance than the original BKK model. Kose
(2002) provides an extensive quantitative analysis of the variation of international
relative prices and their role in the business cycles of small open economies.
Models that consider deviations from the Law-of-One-Price differ in the source

of the price deviations and their duration. Sticky-price models consider the devia-
tions to be transitory, with nominal prices responding with a lag to changes in the
economic environment. These model also assume trade in an infinite number of
varieties which allows individual firms to charge a markup of price over marginal
cost. Key contributions in this area are Svennson and van Wijgenbergen (1989)
and Obstfeld and Rogoff (1995).
Trade cost models treat price deviations as a consequence of a real resource

cost of trading, or operating businesses, in different locations. The simplest ver-
sion allows prices to vary across locations by a shipping cost, usually treated as
proportional to the marginal cost of the producer/supplier. The seminal contri-
bution is Samuelson (1952) with more recent contributions by Eaton and Kortum
(2002) and Sercu, Uppal and van Hulle (1995). An alternative variant is to distin-
guish traded and non-traded goods with traded goods not subject to trade costs
and non-traded goods assumed to be subject to prohibitive trade costs as in the
original Salter (1959) and Swan (1960) models. Stockman and Tesar (1995) con-
duct a quantitative investigation of the business cycle predictions of this class of
model.
Recent efforts have focused on quantifying the role of sticky prices, imperfect

competition and trade costs in accounting for international relative price devia-
tions and their business cycle implications. Chari, Kehoe and McGrattan (2002)
conduct a quantitative evaluation of the sticky-price, imperfect competition model
and find that it can account for only a small part of the persistence and some-
what more of the volatility of the real exchange rate.13 Corsetti, Dedola, Leduc

13See also Betts and Devereux ( 2000), Bergin and Feenstra (2000).
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(2005) and Ravn and Mazzenga (2004) show the promise of models that combine
imperfect competition with real trading costs.
What is missing from existing models is a clear distinction between economic

activities that take place at the dock and exchange in retail markets. Transporta-
tion costs alone cannot account for all of the retail price dispersion we observe.
Presumably, this is because much of what the retail market entails are local in-
puts of land, labor and infrastructure (some of it publicly provided). Models and
empirical evidence is just now being developed to make these distinctions, such as
Burstein, Neves and Rebelo (1993) and Crucini, Telmer and Zachariadis (2005),
respectively.
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Table 1. — Business cyclical properties of eight industrial countries
US Australia Canada France Germany Italy Japan UK

Std. dev. of output 1.58 1.32 1.46 0.91 1.36 1.43 1.35 1.48

Panel A. Standard deviations relative to output

Consumption 0.80 0.77 0.79 0.97 0.87 0.93 0.92 1.14
Investment 2.85 3.41 2.83 3.11 2.59 2.29 2.36 2.49
Government 0.54 1.26 0.78 0.78 0.86 0.55 0.92 0.72
Exports 2.68 3.00 2.66 3.11 3.00 2.71 3.21 1.97
Imports 3.26 4.83 3.16 3.95 2.32 3.24 4.31 2.54
Savings 4.46 4.88 3.72 4.07 3.70 3.03 2.52 4.17
Productivity 0.56 0.76 0.64 1.04 0.72 0.94 0.68 0.80
Capital 0.39 0.43 0.42 2.87 1.11 1.16 0.55 0.35
Labor 0.83 1.01 0.94 0.65 0.66 0.65 0.62 1.19

Panel B. Correlation with own-country output

Consumption 0.85 0.42 0.82 0.71 0.67 0.75 0.79 0.79
Investment 0.95 0.78 0.60 0.83 0.81 0.79 0.93 0.66
Government -0.18 0.07 -0.15 -0.20 0.10 -0.03 0.04 -0.19
Exports 0.42 0.11 0.67 0.72 0.62 0.24 0.05 0.48
Imports 0.81 0.45 0.73 0.80 0.74 0.70 0.62 0.68
Savings 0.88 0.86 0.89 0.81 0.82 0.82 0.84 0.74
Productivity 0.84 0.67 0.77 0.45 0.76 0.87 0.91 0.58
Capital 0.26 0.20 -0.14 0.25 0.26 -0.08 0.37 0.09
Labor 0.90 0.68 0.84 0.67 0.81 0.47 0.75 0.67
Net export ratio -0.44 -0.32 -0.09 -0.28 0.08 -0.38 -0.41 -0.30

Correlation of savings 0.63 0.44 0.67 0.58 0.44 0.80 0.47 0.83
and investment
Notes: All variables expect the net export ratio are the Hodrick-Prescott cycle components.
All nominal variables are deflated by the Gross Domestic Product Deflator. The sample
period is the first quarter of 1970:1 to the first quarter of 2005.
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Table 2. — International Business Cycle Comovement
Correlation with U.S. counterpart.

Australia Canada France Germany Italy Japan UK

Output 0.46 0.71 0.36 0.42 0.32 0.43 0.64

Panel A. Demand-side

Consumption -0.09 0.53 0.37 0.37 0.01 0.35 0.50
Investment 0.29 0.16 0.25 0.47 0.15 0.42 0.40
Government 0.22 0.29 -0.04 0.05 -0.01 0.07 0.06
Exports 0.03 0.33 0.40 0.34 0.10 0.25 0.32
Imports 0.13 0.45 0.36 0.32 0.40 0.29 0.50
Savings 0.53 0.68 0.38 0.39 0.33 0.51 0.37
Net exports -0.18 -0.50 -0.08 0.23 -0.29 -0.16 0.07

Panel B. Supply-side

Productivity 0.42 0.53 -0.07 0.21 0.04 0.27 0.36
Capital 0.33 0.18 0.08 0.17 0.09 0.31 0.55
Labor 0.42 0.59 0.36 0.39 -0.17 0.42 0.60
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Table 3. — Cyclical properties of real exchange rates and the terms of trade
U.S. Australia Canada France Germany Italy Japan U.K.
Panel A. Standard Deviations

Price ratio 1.17 1.42 1.67 1.74
Nominal exchange rate 8.52 8.37 8.51 8.20
Real exchange rate 7.95 8.06 7.80
Terms of trade 2.90 5.21 2.44 3.50 2.61 5.68 2.64
Trade ratio 9.94 4.60 3.66 3.90 7.29 3.94

Panel B. Contemporaneous Cross-correlations
Output and net exports -0.30 -0.19 -0.43 -0.30 -0.05 -0.23 -0.25
Output and the terms of trade -0.08 -0.30 -0.11 -0.14 -0.09 -0.09 0.22
Terms of trade and net exports 0.28 -0.07 0.06 -0.51 0.00 -0.50 -0.54

Note: The terms of trade and real exchange rate moments are taken from
Backus and Crucini (2000) and Chari, Kehoe and McGrattan (2002), respectively.
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Figure 1. Business cycles in eight industrialized countries




