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1. Introduction

Ritschl (1985) discussed the problem of existence and stability of the steady state in the Solow
(1956) model. He found that a steady state exists if the rate of population change and the savings
ratio have the same sign. The occurrence of an unstable equilibrium when population is decreasing
suggested Ritschl (1985) to modify the shape of the saving function employed in order to guarantee
existence and stability of the steady state with any population growth rate. Recently, a negative
population growth rate hypothesis was addressed for the Rebelo (1991) AK growth model by
Ferrara (2011), and for a model of semi-endogenous growth by Christiaans (2011).

In this paper, we propose to generalize Ritschl (1985) model, and so the Solow (1956) model,
by assuming that production occurs with a delay while new capital is installed. In the literature
this assumption is often referred as ”time to build”. The idea of introducing a time delay into
dynamics of economic processes was first posed rigorously in Kalecki (1935), and later revived
by Kydland and Prescott (1982). More recently, Asea and Zak (1999), Zak (1999), Szydłowski
(2003), and Krawiec and Szydłowski (2004) analyzed the time to build assumption in the Solow
(1956) growth model, and proved the steady state to exhibit Hopf cycles. Differently from these
existing contributions in the literature, we depart from their assumption of absence of population
growth and consider a positive or negative population growth rate hypothesis. From a mathematical
point of view, the resulting model is governed by a delay differential equation with delay dependent
coefficients, instead of being ruled by a delay differential equation with constant coefficients.

Taking the delay as a bifurcation parameter, the stability and Hopf bifurcation of the model are
discussed by analyzing the corresponding transcendental characteristic equation of its linearized
equation. It is well known that a sufficient condition for the local asymptotic stability of the
equilibrium is that each of the characteristic roots has negative real parts. Thus, the marginal
stability is determined by the zero eigenvalue and the purely imaginary eigenvalues. Our analysis
is conducted using the Poincaré-Andronov-Hopf bifurcation theorem, which has been generalized
for delay differential equations (see, e.g., Hale and Verduyn Lunel, 1993). This theorem predicts a
bifurcation to a limit cycle when the characteristic equation has a pair of simple complex conjugate
eigenvalues at a critical value of the delay parameter and the eigenvalues cross the imaginary axis
with non-zero speed (transversality condition), i.e. the derivative of the real part of eigenvalues
with respect to the delay parameter is non-zero.

When the population growth rate is positive, it is found that the model predicts the same results
as the model with a stationary population (zero population growth), i.e. the equilibrium is locally
asymptotically stable. On the other hand, if the population growth rate is negative, the equilibrium
may change its stability and two different types of bifurcations take place: a steady state bifurcation
and a Hopf bifurcation. As it can be inferred from these results, the introduction of a time lagged
accumulation of capital in the Solow growth model with nonconstant population gives rise to a
wide variety of dynamic behaviors.

2. The model

We present the time to build version of the Ritschl (1985) model. Specifically, we consider
the Solow (1956) model with constant (positive or negative) population growth where the Cobb-
Douglas technology displays a delay of τ periods before capital can be used for production. The
new capital available for use at time t is produced using capital available at time t − τ . If we
also assume the absence of capital depreciation, then the change in capital stock is given by

.

K =
sKα

d L
1−α, where K denotes physical capital, Kd = K(t− τ), L represents population, α ∈ (0, 1)
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is capital’s share, and s is the constant saving rate. Setting k = K/L, the capita accumulation
equation becomes

.

k = s
(
L−1Ld

)α
kα
d −

.

L

L
k. (1)

Normalizing the number of people at time zero to one, we find that L = ent, where n =
.

L/L ̸= 0
denotes the constant population growth rate. Plugging L into Eq. (1), we obtain the following
delay differential equation with delay dependent coefficients:

.

k = se−αnτkα
d − nk. (2)

Equilibria, or steady states in the language of the economical sciences, of Eq. (2) coincide with
those for τ = 0. It is found that there exists a unique positive steady state k∗ for which skα−1

∗ = n,
when the rate of population change and the savings ratio have the same sign. To investigate the
local stability of Eq. (2), we linearise it in the vicinity of the equilibrium point k∗ and get

.

k = −n (k − k∗) + αne−αnτ (kd − k∗) . (3)

The associated characteristic equation, obtained by substituting k− k∗ = eλt into Eq. (3), is of the
form

P (λ) = λ+ n− αne−αnτe−λτ = 0. (4)
Eq. (4) is a transcendental equation having in general an infinite number of complex roots. As
well, the eigenvalues λ defined from the characteristic equation depend in a continuous fashion on
the delay time τ .

3. Stability analysis and existence of Hopf bifurcation

In this section, we investigate stability and existence of Hopf bifurcation for Eq. (2), assuming
τ as a bifurcation parameter. We start by considering, as usual, the case without delay. When
τ = 0, the characteristic equation (4) turns out to be λ = −(1− α)n. Therefore, Eq. (2) is locally
asymptotically stable for n > 0, and unstable for n < 0. Next, let us consider the case τ > 0. It
is well-known that the equilibrium of Eq. (2) is locally asymptotically stable if its characteristic
roots have negative real parts. Hence, the marginal stability is determined by the values λ = 0 and
λ = iω (ω > 0).

3.1. The case λ=0

Lemma 1.
i) If n > 0, λ = 0 is not a root of Eq. (4).

ii) If n < 0, λ = 0 is a simple root of Eq. (4) for some τ ̸= τ̄ = −1/n such that αe−αnτ = 1.

Proof. For λ = 0, Eq. (4) becomes αe−αnτ = 1. The first part of the statement follows from being
α ∈ (0, 1) and e−αnτ > 1 if n < 0 and e−αnτ < 1 if n > 0. It remains to show that λ = 0 is a
simple root when n < 0 and τ ̸= τ̄ = −1/n. If λ = 0 is a repeated root, then P (0) = P ′(0) = 0
holds true. This leads to the contradiction 1 + nτ = 0, concluding the proof. �

Remark 1. When τ = τ̄ , λ = 0 is a repeated root for Eq. (4). In this case, our system becomes
a degenerated case where is very difficult to determine the crossing direction of the characteristic
roots through the imaginary axis.

Let n < 0. Let τc denote τ ̸= τ̄ = −1/n for which αe−αnτ = 1. According to Lemma 1, the
hypothesis for a Hopf bifurcation to occur at τc are verified except for the transversality condition.
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Differentiating Eq. (4) with respect to τ we obtain
dλ

dτ
= −(λ+ n)(λ+ αn)

1 + (λ+ n)τ
, (5)

which implies
dλ

dτ

∣∣∣∣
τ=τc

= − αn2

1 + nτc
=

αn2τ̄

τc − τ̄
̸= 0.

Hence, the transversality condition is fulfilled. The sign of (dλ/dτ)τ=τc
is positive if τc > τ̄, and

it is negative if τc < τ̄. Furthermore, when τ crosses τc, the number of roots with positive real parts
of the characteristic equation (4) increases if τc > τ̄ , and it decreases if τc < τ̄ .

3.2. The case λ= iω

Let λ = iω (ω > 0) be a root of Eq. (4). Substituting it into (4), and separating the real and
imaginary parts gives

ω = −αne−αnτ sinωτ, n = αne−αnτ cosωτ. (6)

By squaring and adding these equations, we find ω to be solution of

ω2 =
(
αne−αnτ

)2 − n2. (7)

We remark that if Eq. (7) has no positive roots, then Eq. (2) is delay independent stable or unstable
for any given time delay depending on whether the system which is free of time delay is stable or
not. In contrast, if Eq. (7) has a positive root ω, then

ω =

√
(αne−αnτ )2 − n2, (8)

and we must have |αne−αnτ | > |n| .

Lemma 2. Eq. (7) has no positive real root when n > 0, whereas it has positive roots if n < 0 and
τ > τc, where τc > 0 is such that αe−αnτc = 1.

We need now to determine the changing direction of the real part of characteristic roots as the
parameter τ varies. Let n < 0 and τ > τc. Substituting (8) into Eqs. (6) yields

√
(αne−αnτ )2 − n2 = −αne−αnτ sin

[
τ
√

(αne−αnτ )2 − n2

]
,

n = αne−αnτ cos

[
τ
√

(αne−αnτ )2 − n2

]
.

(9)

If system (9) has simple positive roots τj(τ) in the interval (τc,∞) for some j = 0, 1, 2, .., then
a pair of simple conjugate pure imaginary roots λ = ±iω(τ) of Eq. (4) exists at τ = τj(τ). The
occurrence of stability switches, i.e. crossing of the imaginary axis, takes place at the zeros of the
functions

Sj(τ) = τ − τj(τ), for some j = 0, 1, 2, ... (10)

Proposition 1. Let n < 0 and τ > τc. The characteristic equation (4) admits a pair of simple
conjugate pure imaginary roots λ = ±iω(τj), ω(τj) > 0, at τj ∈ (τc,∞) if Sj(τ) = 0, for some
j = 0, 1, 2, .... The crossing direction through the imaginary axis is determined by

sign

[
d (Reλ)

dτ

∣∣∣∣
λ=iω(τj)

]
= sign

[
dSj(τ)

dτ

∣∣∣∣
τ=τj

]
. (11)
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Proof. The existence of pure imaginary roots follows from Lemma 2. Let λ = iω(τ) (ω > 0) be a
root of Eq. (4). This root is simple because P ′(iω) = 1 + nτ + iτω ̸= 0. From Eq. (5), we know

dλ

dτ

∣∣∣∣
λ=iω(τj)

= Re

[
−(iω + n)(iω + αn)

[1 + (iω + n)τ ]

]
.

Hence,

Re

(
dλ

dτ

)
λ=iω(τj)

=
ω2 − αn

[
n+ (αne−αnτ )

2
τ
]

(1 + nτ)2 + (ωτ)2
. (12)

From Eqs. (6), we have

τj =

tan−1

[
−ω(τ)

n

]
+ 2jπ

ω(τ)
, j = 0, 1, 2, ...

Then,

dτj
dτ

= −

[
n+ (αne−αnτ )

2
τj

]
ωω′

(αne−αnτ )2 ω2
.

Differentiating Eq. (10) with respect to τ , and using ωω′ = −αn (αne−αnτ )
2, we get

dSj(τ)

dτ
= 1− dτj

dτ
=

ω2 − αn
[
n+ (αne−αnτ )

2
τj

]
ω2

.

Comparing this result with Eq. (12) yields the statement. �

The stability of Eq. (2) can now be determined by the roots of Eq. (10) and by the sign of
[dSj(τ)/dτ ]τ=τj

. If the sign is positive, each crossing of the real part of characteristic roots at
τj must be from left to right. If the sign is negative, the real part of a pair of conjugate roots
of Eq. (4) changes from a positive value to a negative value when τj is crossed. Hence, the
characteristic equation (4) has a pair of simple complex conjugate pure imaginary roots at τ ∈
Ω = {τ0, τ1, τ2, ..., τN}, where N ∈ N. If τ ∈ Ω is not a zero point for dSj(τ)dτ , then Eq. (11)
yields d (Reλ) /dτ ̸= 0. In conclusion, all the hypothesis for a Hopf bifurcation to emerge at
τ ∈ Ω are satisfied.

We can proceed to state the main result of this paper.

Theorem 1.
1. Let n > 0. The positive equilibrium k∗ of Eq. (2) is locally asymptotically stable for all

τ ≥ 0.

2. Let n < 0. Let τc be such that αe−αnτc = 1, τc ̸= −1/n, and let Sj be defined as in (10).

i) The positive equilibrium k∗ of Eq. (2) is unstable for all τ ∈ [0, τc], whereas it may
change its stability finitely many times for τ ∈ (τc,∞) depending on the sign of
dSj(τ)/dτ .

ii) The positive equilibrium k∗ of Eq. (2) undergoes a steady state bifurcation at τ = τc,
and a Hopf bifurcation at τ ∈ Ω if τ is not a zero point of dSj(τ)/dτ .
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4. Conclusion

This paper analyzes the neoclassical growth model with constant population growth when the
time to build assumption is introduced through a delay differential equation for capital. It has been
proved that the system may display stability switches and generate Hopf bifurcations. Compared to
the case of zero population growth, the dynamics are richer and depend on the population growth
rate. Since many industrialized countries experience a negative rate of population growth, the
present work aims to expand economic growth theory in this area, focusing on the time to build
structure and size of a population and their influence on economic growth. A declining population
size has the effect to destabilise the equilibrium of the Solow’s model and to generate oscillations
via Hopf bifurcations. The fact to know that a Hopf bifurcation exists nothing says about the
stability properties of the involved periodic orbits. For future research it would be interesting to
analyze whether the bifurcation is supercritical or subcritical, i.e. whether the periodic orbit is
locally stable or unstable.
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